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ABSTRACT

Recent advancements in implicit 3D representations and generative models have
markedly propelled the field of 3D object generation forward. However, it remains
a significant challenge to accurately model geometries with defined sharp features
under parametric controls, which is crucial in fields like industrial design and
manufacturing. To bridge this gap, we introduce a framework that employs Large
Language Models (LLMs) to generate text-driven 3D shapes, manipulating 3D
software via program synthesis. We present 3D-PreMise, a dataset specifically
tailored for 3D Parametric Modeling of industrial shapes, designed to explore
state-of-the-art LLMs within our proposed pipeline. Our work reveals effective
generation strategies and delves into the self-correction capabilities of LLMs using
a visual interface. Our work highlights both the potential and limitations of LLMs
in 3D parametric modeling for industrial applications.

1 INTRODUCTION

The integration of software in computational design and manufacturing has revolutionized various
engineering sectors, offering significant advancements and efficiencies. However, this integration
necessitates a deep understanding of domain-specific knowledge, underscoring the necessity for
the development of more accessible interfaces, such as natural language processing, in industrial
applications.

In recent years, generative models have made remarkable strides in non-engineering domains. The
field of 3D object generation is undergoing a transformative shift, propelled by groundbreaking de-
velopments in implicit 3D representation (Mildenhall et al., 2020; Kerbl et al., 2023) and advanced
generative models (Ho et al., 2020). While current methods employing implicit representations can
generate intricate objects from text and image inputs, they inherently cannot preserve sharp features
that contains engineering semantics (e.g. sharp edges, precise dihedral angles) when converting to
explicit representations, a critical limitation for applications such as industrial design and manufac-
turing. For instance, generating a chair with precise dimensions or a plastic bottle cap with parallel
and equidistant edges remains a challenge.

This work explores a novel approach to 3D object generation merging the capabilities of LLMs with
the precision of 3D software. We harness LLMs to interpret text inputs and generate code to control
3D modeling software like Blender, producing compact 3D shapes with sharp features that adhere
to strict parametric controls. This pipeline is advantageous for two reasons:

Firstly, 3D modeling code emerges as an ideal medium for depicting everyday objects, particularly
in industrial settings, due to its compactness and high controllability that align well with design
intentions. In contrast, implicit 3D representations such as neural radiance fields and Gaussian
Splatting, despite their expressiveness for intricate shapes, struggle with maintaining sharp features
due to inevitable conversion. Furthermore, directly generating explicit representations, like meshes,
currently cannot offer precise parametric controls.

Secondly, advanced LLMs have shown remarkable understanding of 3D spaces and aptitude in pro-
gramming. They can perform 3D spatial reasoning, planning (Sun et al., 2023) and demonstrate
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high accuracy in programming tasks (Zhou et al., 2023). Therefore, it is promising that, given ap-
propriate prompts and fine-tuning, LLMs can effectively generate 3D objects using modeling code
as an intermediary.

Despite its potential, this approach encounters significant challenges. Firstly, the model must adeptly
reason about spatial relationships and cohesively assemble object components within a unified coor-
dinate system. Additionally, it entails intricate geometric calculations, including the application of
complex trigonometric functions. Lastly, the LLM must possess commonsense reasoning to deduce
stable and realistic structures from brief natural language descriptions.

To validate this approach, we introduce 3D-PreMise, a dataset comprising test programs and data
samples with problem descriptions and corresponding ground-truth code. This dataset focuses on
typical industrial objects with exact geometries. We conduct experiments with state-of-the-art LLMs
to evaluate their performance and analyze generation strategies.

Our contributions are three-fold:

• We introduce a self-refining framework for 3D shape generation with parametric control,
which leverages LLMs to control 3D software through code;

• We construct a benchmark dataset and conduct experiments to analyze the capacities of
cutting-edge LLMs;

• We explore effective generation strategies and self-correcting capacity through a multi-
modal interface.

2 RELATED WORK

2.1 TEXT-DRIVEN 3D OBJECT GENERATION

The field of Text-driven 3D object generation has witnessed remarkable progress. Clip-Mesh
(Khalid et al., 2022) utilizes CLIP guidance for zero-shot 3D generation. DreamFusion (Poole
et al., 2022) proposes a stable paradigm using Score Distillation Sampling (SDS) loss to distill pre-
trained text-to-image diffusion models and achieves significant improvement. Magic3D (Lin et al.,
2022) enhances visual quality in high resolution by introducing a two-stage optimization frame-
work. Fantasia3D (Chen et al., 2023) introduces richer representations. ProlificDreamer (Wang
et al., 2023) proposes variational score distillation (VSD) to address the over-saturation problem.
DreamBooth3D (Raj et al., 2023) proposes a 3-stage optimization strategy to jointly leverage 3D
consistency of NeRF and the personalization capability of text-to-image models. MVDream (Shi
et al., 2023) improves the geometric consistency by applying multi-view diffusion model as a 3D
prior with Score Distillation. To accelerate generation process, Instant3D (Li et al., 2023) proposes
a two-stage paradigm that first generates a sparse set of views and then regresses NeRF with a
transformer-based reconstructor; DreamGaussian (Tang et al., 2023) designs a generative 3D Gaus-
sian Splatting model for faster generation speed.

However, these methods rely on implicit 3D representations, which inherently struggles to retain
sharp features embodying engineering semantics during the conversion to practical explicit forms.
Consequently, despite their increasing sophistication, these methods fall short in meeting the specific
demands of industrial applications.

MeshGPT (Siddiqui et al., 2023) specializes in creating compact geometries with sharp edges
through mesh generation. However, the proposed autoregressive pipeline lacks the ability to support
parametric control.

3D-GPT (Sun et al., 2023) introduces a procedural approach, employing LLMs to generate Python
code in Blender for 3D scene creation, notably enhancing semantic precision in object modeling.
It effectively interprets specific descriptions of a class of objects, producing satisfactory outcomes.
However, in the realm of industrial applications, which our research targets, descriptions typically
include specific, precise parameters of each object. Moreover, our evaluation emphasizes exact
dimensional parameters, in contrast to previous studies that primarily rely on semantic metrics like
the CLIP score. Consequently, our work delves into achieving a higher level of precision through
parametric control.
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Makatura et al. (2023) evaluates the capabilities of GPT-4 in computational design and manufactur-
ing, presenting cases and analysis in shape modeling of LLM using Constructive Solid Geometry.
However, the investigation revolves around design abilities given high-level inputs, whereas our
work extends to parametric modeling given detailed inputs.

2.2 LARGE LANGUAGE MODELS FOR PROGRAM SYNTHESIS

Recent advancements have seen large language models (LLMs) like GPT-4 (OpenAI, 2023) and
Code Llama (Rozière et al., 2023) excel in generating code snippets from natural language inputs.
These models have demonstrated remarkable proficiency in writing Python functions on bench-
marks such as HumanEval (Chen et al., 2021) and MBPP (Austin et al., 2021). In response to
their rapid development, more comprehensive benchmarks like ClassEval Du et al. (2023), which
assesses class-level Python code, and HumanEval-X (Zheng et al., 2023), which extends to multilin-
gual programming in languages like C++, Java, and JavaScript, have been introduced. Despite these
advancements, the specific application of LLMs in 3D object modeling remains under-explored. 3D-
PreMise is the pioneering benchmark dataset focused on program synthesis for 3D object modeling,
delving into the nuances of 3D geometric reasoning within programming. While existing code gen-
eration benchmarks evaluate programming logic, 3D-PreMise investigates further on 3D modeling,
which involves spatial reasoning and geometric calculation.

Therefore, the potential of LLMs’ capacity in 3D parametric modeling remains largely untapped.
To bridge this gap, we develop 3D-PreMise to scrutinize LLMs and generation strategies, with the
goal of catalyzing progression in this area.

3 PIPELINE

In this section, we introduce a pipeline that integrates LLMs, 3D modeling platforms, and a mul-
timodal interface to facilitate iterative refinement. The methodology unfolds across the following
stages, as depicted in Figure 1.

Prompt StrategyObject Description
w/ Parametric Controls

Spatial Reasoning

3D Software

Modeling
Program

Visual Feedback

Self-Refinement

Explicit 3D
Representation

Multimodal LLM

Figure 1: Pipeline Overview

The pipeline takes in text input that precisely defines an object and incorporates strict paramet-
ric controls. To augment the LLM’s processing and reasoning capabilities, we employ prompting
strategies such as in-context learning and chain-of-thought prompting. The LLM then undertakes
spatial reasoning to synthesize the modeling programs. These programs are executed on a 3D mod-
eling platform to yield an explicit 3D representation of the object. Subsequently, we render the
object to produce visual feedback. This visual output is then fed back into the multimodal LLM,
enabling iterative self-refinement to enhance object modeling.
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4 BENCHMARK DATASET 3D-PREMISE

In this section, we elaborate on our proposed benchmark dataset, 3D-PreMise.

4.1 OVERVIEW

Our dataset comprises 57 samples, each consisting of two parts: a prompt and a canonical modeling
program. The dataset’s emphasis is on standalone, rigid objects typical in industrial design settings.

In terms of evaluation, we employ a specialized testing program. It analyzes the generated modeling
programs and determines the outcome as either ’pass’ or ’fail’. This is further quantified by a
similarity distance metric that gauges the accuracy of the generated object against the prompt’s
specifications.

4.2 DATA SAMPLES

A data sample in 3D-PreMise contains specific descriptions of an object and a ground-truth modeling
program. As an illustration, a sample is shown as follows.

Figure 2: Example object description in 3D-PreMise

The prompts in the dataset are meticulously crafted to describe the shape of an object with specific
definition detailing parameters.

Correspondingly, the canonical solution presents a correctly formulated Python program using the
’bpy’ package for Blender that models the object shape as described in the prompt. Each script
typically starts with importing necessary libraries, setting up the environment for 3D operations.
Variables are declared to hold specific measurements, reflecting the dimensions of the object being
modeled, such as lengths, widths, heights, and angles. These variables allow for parametric control
over the object’s geometry and are often accompanied by comments that indicate the real-world size
they represent. Functions are a key component of the code, designed to encapsulate the creation
of different parts of the object. For instance, a function might be dedicated to creating a single
element like a leg of a chair or a wheel of a vehicle, with parameters that allow for position and
size customization. The main body of the script calls these functions and sets properties to assemble
the complete object. It uses transformation operations such as scaling, rotation, and translation to
position elements correctly in the 3D space. Lastly, the code is tailored to interact with specific 3D
software APIs through Blender’s ’bpy’ package. This interaction includes the use of functions to
add primitives and modify object properties.

4.3 CHARACTERISTICS

Scale and Diversity. Our dataset consists of 57 samples and encompasses a range of categories,
such as furniture, toys, and decorative items.

Object Geometrical Characteristics. Our dataset targets objects prevalent in industrial design
and manufacturing, characterized by their strictly defined shapes, usually composed of fundamental
geometries such as cuboids and cylinders.

Object Description Characteristics. The prompt descriptions of objects in our dataset are almost
fully defined, leaving little space of ambiguity, which emulates the scenarios in industry applica-
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Figure 3: Objects in 3D-PreMise Dataset

tion. In this way, we aim to enable replacing complex engineering drawings with natural language
interface for controllable industrial design.

4.4 TEST PROGRAM

While most works on 3D object generation adopt metrics like Fréchet inception distance (FID),
CLIP R-Precision or user studies, our setting targets precise parametric modeling. Therefore, we
implement a test program to evaluate if the result is accurately faithful to prompt description.

4.4.1 GENERATION CORRECTNESS

The test program first executes the synthesized and ground-truth programs within a virtual sand-
box to retrieve the mesh data, MS and MT , generated using Blender ’bpy’ package. To enhance
efficiency, we extract only the vertices to form two point clouds, PS and PT , for testing, which
empirically satisfies our demand.

To eliminate the influence of position and orientation on geometric judgement, we normalize the
point clouds into P ′

S and P ′
T as follows.

1. Translation to Origin: Calculate the geometric center c of each point cloud and translate all
points such that the geometric center moves to the origin. The transformation for a point p
in point cloud P is given by:

p′ = p− c

where c = 1
|P |

∑
p∈P p.

2. Calculation of Principal Axes: Compute the covariance matrix C of the translated point
cloud. The principal axes are the eigenvectors e1, e2, e3 of C, corresponding to its eigen-
values. The covariance matrix is defined as:

C =
1

|P |
∑
p′∈P

(p′ − p̄′)(p′ − p̄′)T

where p̄′ is the mean of the translated points.
3. Rotation Transformation: Apply a rotation matrix R to align the principal axes with the

coordinate axes. The rotation matrix is formed by the eigenvectors as its columns:

R = [e1 e2 e3]
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Each point p′ in the translated point cloud is then transformed as:

p′′ = RTp′

After these transformations, the normalized point clouds P ′
T and P ′

S are obtained, which are inde-
pendent of their original position and orientation.

Following the normalization, the next step involves comparing the synthesized point cloud PS with
the ground-truth point cloud PT derived from the canonical solution. This process is executed as
follows:

1. Point Matching: For each point p′
i in the synthesized point cloud (e.g., P ′

S), identify the
nearest point q′

i in the ground-truth point cloud (e.g., P ′
T ). The distance between these two

points is calculated using the Euclidean distance formula:

d(p′
i,q

′
i) =

√
(p′

i − q′
i) · (p′

i − q′
i)

2. Success Criteria: The match is considered successful if the distance d(p′
i,q

′
i) does not

exceed a predefined threshold δ:

Match Success ⇔ d(p′
i,q

′
i) ≤ δ

3. Reverse Matching: To ensure the robustness of the match, a reverse matching process is
also conducted. In this process, each point in the ground-truth point cloud is matched to
the nearest point in the synthesized point cloud, following the same distance criteria.

4. Final Decision: If all the points in both point clouds successfully match with their counter-
parts under these criteria, the test program outputs a ’pass’. Otherwise, it outputs a ’fail’.

4.4.2 DEVIATION DISTANCE

To further quantify the deviation between the generated code and ground-truth solution, we introduce
Chamfer distance on vertex location, defined as follows, where V1 and V2 are two point clouds to be
compared.

dCD(P ′
S , P

′
T ) =

1

|P ′
S |

∑
x∈P ′

S

min
y∈P ′

T

||x− y||22 +
1

|P ′
T |

∑
x∈P ′

T

min
y∈P ′

S

||x− y||22

5 EXPERIMENTS

Using 3D-PreMise, we conduct experiments and analysis with state-of-the-art LLMs on 3D shape
generation through modeling program synthesis.

5.1 GENERATION STRATEGIES AND PROMPT DESIGN

In this section, we explore the impact of various generation strategies on the performance of LLMs
within the scope of 3D-PreMise. Our experiment is structured around the following strategies:

• Zero-Shot Baseline: Directly input the task requirement and description.
• Zero-Shot Chain-of-Thought: Instruct the LLM to answer progressive questions and think

step by step before generating code. The questions include listing specific shape, parame-
ters and spatial position of each element.

• One-Shot In-Context Learning: Provide an example containing a description and an an-
swer.

• Few-Shot In-Context Learning: Provide 3 examples containing descriptions and answers.
• One-Shot Chain-of-Thought: Provide an example containing description, reasoning and

answer. In addition, instruct the LLM to answer progressive questions before generating
code.
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5.2 IMPLEMENTATION DETAILS

We adopt the OpenAI API for model (OpenAI, 2023) interface in December, 2023. The maximum
window size is set to 1024 tokens. As for inference settings, we follow the mainstream strategies in
recent code generation works (Du et al., 2023) :

1. Greedy Sampling: setting the temperature as 0 to generate one greedy sample and calculate
Pass@1 metric.

2. Nucleus Sampling: setting the temperature as 0.9 to generate 3 samples and calculate
Pass@k, where k = 1, 3, 5.

5.3 QUANTITATIVE RESULTS

The experiment results are quantified using the common metric pass@k (Kulal et al., 2019):

pass@k = EProblems

[
1−

(
n−c
k

)(
n
k

) ]

The results under different settings are shown below.

Table 1: Experiment Results on 3D-PreMise

Model Generation Strategy Greedy Sampling Nucleus Sampling
Pass@1 Pass@1 Pass@3 Pass@5

GPT-4 Zero-Shot 7.0% 3.5% 5.3% 7.0%
GPT-4 Zero-Shot CoT 5.3% 5.3% 7.0% 7.0%
GPT-4 One-Shot 12.3% 12.3% 14.0% 14.0%
GPT-4 Few-Shot 12.3% 12.3% 14.0% 15.7%
GPT-4 One-Shot CoT 17.5% 15.8% 19.3% 19.3%

According to the quantitative results, we can summarize the following findings.

• Finding 1: In-context learning enhances the LLM performance. However, the performance
gap between one-shot and few-shot scenarios is marginal. This observation aligns with ex-
pectation, considering the difficulty in deciphering the internal process of analysis between
description and modeling code.

• Finding 2: The adoption of chain-of-thought prompting notably advances the performance.
Nonetheless, the inclusion of an explicit example of the analysis process is essential for
this improvement. The provision of guiding questions alone does not yield any measurable
enhancement.

5.4 CASE ANALYSIS

In this section, we examine the incorrect cases found in our experiments. To better understand these
issues, we’ve grouped the errors into several categories.

• Syntax Error: issues related to the modeling code, which may prevent correct execution.

• Geometric Error:

– Structural Configuration Error: the arrangement of geometric elements fundamen-
tally contradicts the description.

– Spatial Precision Error: minor inaccuracies in spatial parameters, including slight
deviations in the position, scale, or rotation of specific elements.

• Logical Error: errors that arise from a lack of adherence to real-world logic or common-
sense principles.
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Figure 4: Illustration of Error Categories

To navigate the problem, we conduct a detailed statistical analysis of the frequency in which each
error category occurred. The experiment is based on GPT-4 model with temperature set to 0.9.

Figure 5: Statistical Analysis on Failure Cases

The analysis of error distributions leads to the following findings.

• Finding 1: The generation suffers from spatial precision error most frequently, which is
aligned with our expectation that precise control is the painpoint for 3D shape generation.

• Finding 2: For cutting-edge LLMs like GPT-4, appropriate in-context learning strategy can
significantly alleviate syntax error, making modeling program a feasible representation.

• Finding 3: Chain-of-Thought strategy proves to be effective in improving LLM’s structural
arrangement when modeling objects.
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Figure 6: Self-Improving with Visual Feedback. Demonstration of GPT-4’s ability to self-correct
modeling programs via its visual interface. The red line highlights the modification that resolved the
issue with the seat’s scale.

Further analysis at the program level of failure cases in parametric control has revealed the following
key insights:
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• Finding 1: The most frequent errors stem from incorrect programming practices, notably
the redundant scaling applied both within function definitions and function parameters.

• Finding 2: Parametric error rates diminish when parameters described in the prompt are
explicitly defined as variables in the code. This practice not only enhances the code’s
readability but also facilitates more effective reasoning.

5.5 EVALUATING SELF-ENHANCEMENT IN MULTIMODAL LLM VIA VISUAL FEEDBACK

In this section, we examine how the cutting-edge multimodal LLM, GPT-4, can self-improve its
modeling program from visual feedback. We use the OpenAI ChatGPT interface to interact with the
GPT-4 model in December, 2023.

We employ a one-shot chain-of-thought strategy to input the requirements and description. The
LLM-generated code is then rendered in Blender, with the resulting image fed back into GPT-4’s vi-
sual interface for self-correction of the modeling program. This iterative process is used to scrutinize
and refine the generated code.

As illustrated in Figure 6, GPT-4 initially erred in creating the cuboids for the seat and back. It
developed a function that inadvertently halved the scale based on the input length and width, leading
to a disproportionately small seat that did not align with the chair’s legs. Upon reviewing the visual
feedback from the rendered result, GPT-4 modified the function by adjusting the size parameter in
the ’primitive cube add’ function from 1 to 2. While this approach to coding was unconventional, it
effectively corrected the initial mistake, demonstrating that the LLM was capable of identifying and
addressing the error.

Our expanded experiments yielded several insights regarding the self-correcting abilities of LLMs
through multimodal interfaces:

• Finding 1: GPT-4 is able to rectify obvious parametric mistakes arising from incorrect
programming practices.

• Finding 2: GPT-4 shows a lack of sensitivity to common sense errors discernible from
visual feedback, such as a cylindrical chair leg incorrectly positioned partly outside, rather
than fully beneath, the seat.

• Finding 3: The self-correcting capabilities of GPT-4 are notably limited in scenarios in-
volving complex mathematical calculations in geometry. (e.g. they struggle to correct
errors stemming from the misapplication of trigonometric functions like sine and cosine.)

• Finding 4: GPT-4 hallucinates in response to the visual feedback, sometimes offering
contradictory statements.

6 CONCLUSION AND FUTURE WORK

In this study, we have developed a pipeline designed for the generation of 3D shapes with para-
metric controls and engineering semantics, harnessing the power of multimodal LLMs to utilize
3D software through program synthesis. We introduced 3D-PreMise, a comprehensive dataset sup-
ported by a specialized testing program, to critically assess the capabilities of LLMs within this
innovative context. Our investigation into various generative strategies has identified key techniques
that significantly enhance model performance in different dimensions. We have also explored the
effectiveness of a visual interface in augmenting the self-correction abilities of LLMs. Our experi-
ments and analysis have revealed the capacities of LLMs in spatial reasoning, geometric computing,
program synthesis and multimodal self-correction.

In the future, we plan to enlarge our dataset and apply efficient fine-tuning to improve our pipeline.
Specifically, we aim to enhance LLM’s capabilities in spatial computation, geometric commonsense
and the capacity for self-refining 3D modeling programs based on visual feedback, emulating human
cognition.
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