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Preface

This book deals with the design and scaleup of reactors that are used for the
production of industrial chemicals or fuels or for the removal of pollutants
from process streams. Readers are assumed to have some knowledge of
kinetics from courses in physical chemistry or chemical engineering and to
be familiar with fundamental concepts of heat transfer, fluid flow, and mass
transfer. The first chapter reviews the definitions of reaction rate, reaction
order, and activation energy and shows how these kinetic parameters can be
obtained from laboratory studies. Data for elementary and complex homo-
geneous reactions are used as examples. Chapter 2 reviews some of the
simple models for heterogeneous reactions, and the analysis is extended to
complex systems in which the catalyst structure changes or in which none of
the several steps in the process is rate controlling.

Chapter 3 presents design equations for ideal reactors — ideal mean-
ing that the effects of heat transfer, mass transfer, and partial mixing can
be neglected. Ideal reactors are either perfectly mixed tanks or packed bed
and pipeline reactors with no mixing. The changes in conversion with
reaction time or reactor length are described and the advantages and
problems of batch, semibatch, and continuous operation are discussed.
Examples and problems are given that deal with the optimal feed ratio,
the optimal temperature, and the effect of reactor design on selectivity.
The design of adiabatic reactors for reversible reactions presents many
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optimization problems, that are illustrated using temperature-conversion
diagrams.

The major part of the book deals with nonideal reactors. Chapter 4 on
pore diffusion plus reaction includes a new method for analyzing laboratory
data and has a more complete treatment of the effects of complex kinetics,
particle shape, and pore structure than most other texts. Catalyst design to
minimize pore diffusion effects is emphasized. In Chapter 5 heat transfer
correlations for tanks, particles, and packed beds, are reviewed, and the
conditions required for reactor stability are discussed. Examples of unstable
systems are included. The effects of imperfect mixing in stirred tanks and
partial mixing in pipeline reactors are discussed in Chapter 6 with examples
from the literature. Recommendations for scaleup or scaledown are pre-
sented.

Chapters 7 and 8 present models and data for mass transfer and
reaction in gas–liquid and gas–liquid–solid systems. Many diagrams are
used to illustrate the concentration profiles for gas absorption plus reaction
and to explain the controlling steps for different cases. Published correla-
tions for mass transfer in bubble columns and stirred tanks are reviewed,
with recommendations for design or interpretation of laboratory results.
The data for slurry reactors and trickle-bed reactors are also reviewed and
shown to fit relatively simple models. However, scaleup can be a problem
because of changes in gas velocity and uncertainty in the mass transfer
coefficients. The advantages of a scaledown approach are discussed.

Chapter 9 covers the treatment of fluidized-bed reactors, based on
two-phase models and new empirical correlations for the gas interchange
parameter and axial diffusivity. These models are more useful at conditions
typical of industrial practice than models based on theories for single bub-
bles. The last chapter describes some novel types of reactors including riser
reactors, catalyst monoliths, wire screen reactors, and reactive distillation
systems. Examples feature the use of mass and heat transfer correlations to
help predict reactor performance.

I am greatly indebted to Robert Kline, who volunteered to type the
manuscript and gave many helpful suggestions. Thanks are also extended to
A. M. Center, W. B. Earl, and I. A. Pla, who reviewed sections of the
manuscript, and to D. M. Hackworth and J. S. Jorgensen for skilled profes-
sional services. Dr. Peter Klugherz deserves special credit for giving detailed
comments on every chapter.

Peter Harriott

Copyright © 2003 by Taylor & Francis Group LLC



Contents

Preface
Appendix Diffusion Coefficients for Binary Gas Mixtures

1. Homogeneous Kinetics

Definitions and Review of Kinetics for Homogeneous Reactions
Scaleup and Design Procedures
Interpretation of Kinetic Data
Complex Kinetics
Nomenclature
Problems
References

2. Kinetic Models for Heterogeneous Reactions

Basic Steps for Solid-Catalyzed Reactions
External Mass Transfer Control
Models for Surface Reaction
Rate of Adsorption Controlling
Allowing for Two Slow Steps
Desorption Control
Changes in Catalyst Structure

Copyright © 2003 by Taylor & Francis Group LLC



Catalyst Decay
Nomenclature
Problems
References

3. Ideal Reactors

Batch Reactor Design
Continuous-Flow Reactors
Plug-Flow Reactors
Pressure Drop in Packed Beds
Nomenclature
Problems
References

4. Diffusion and Reaction in Porous Catalysts

Catalyst Structure and Properties
Random Capillary Model
Diffusion of Gases in Small Pores
Effective Diffusivity
Pore Size Distribution
Diffusion of Liquids in Catalysts
Effect of Pore Diffusion on Reaction Rate
Optimum Pore Size Distribution
Nomenclature
Problems
References

5. Heat and Mass Transfer in Reactors

Stirred-Tank Reactor
Reactor Stability
Packed-Bed Tubular Reactors
Radial Heat Transfer in Packed Beds
Alternate Models
Nomenclature
Problems
References

6. Nonideal Flow

Mixing Times
Pipeline Reactors
Packed-Bed Reactors
Nomenclature

Copyright © 2003 by Taylor & Francis Group LLC



Problems
References

7. Gas–Liquid Reactions

Consecutive Mass Transfer and Reaction
Simultaneous Mass Transfer and Reaction
Instantaneous Reaction
Penetration Theory
Gas-Film Control
Effect of Mass Transfer on Selectivity
Summary of Possible Controlling Steps
Types of Gas–Liquid Reactors
Bubble Columns
Stirred-Tank Reactors
Packed-Bed Reactors
Nomenclature
Problems
References

8. Multiphase Reactors

Slurry Reactors
Fixed-Bed Reactors
Nomenclature
Problems
References

9. Fluidized-Bed Reactors

Minimum Fluidization Velocity
Types of Fluidization
Reactor Models
The Two-Phase Model
The Interchange Parameter K
Model V: Some Reaction in Bubbles
Axial Dispersion
Selectivity
Heat Transfer
Commercial Applications
Nomenclature
Problems
References

10. Novel Reactors

Riser Reactors

Copyright © 2003 by Taylor & Francis Group LLC



Monolithic Catalysts
Wire-Screen Catalysts
Reactive Distillation
Nomenclature
Problems
References

Copyright © 2003 by Taylor & Francis Group LLC



1
Homogeneous Kinetics

DEFINITIONS AND REVIEW OF KINETICS FOR
HOMOGENEOUS REACTIONS

Reaction Rate

When analyzing kinetic data or designing a chemical reactor, it is important
to state clearly the definitions of reaction rate, conversion, yield, and selec-
tivity. For a homogeneous reaction, the reaction rate is defined either as the
amount of product formed or the amount of reactant consumed per unit
volume of the gas or liquid phase per unit time. We generally use moles
(g mol, kg mol, or lb mol) rather than mass to define the rate, since
this simplifies the material balance calculations.

r � moles consumed or produced

reactor volume � time
ð1:1Þ

For solid-catalyzed reactions, the rate is based on the moles of reac-
tant consumed or product produced per unit mass of catalyst per unit time.
The rate could be given per unit surface area, but that might introduce some
uncertainty, since the surface area is not as easily or accurately determined
as the mass of the catalyst.
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r � moles consumed or produced

mass of catalyst � time
ð1:2Þ

For fluid–solid reactions, such as the combustion of coal or the dis-
solution of limestone particles in acid solution, the reaction rate is based on
the mass of solid or, for some fundamental studies, on the estimated external
surface area of the solid. The mass and the area change as the reaction
proceeds, and the rates are sometimes based on the initial amount of solid.

Whether the reaction rate is based on the product formed or on one of
the reactants is an arbitrary decision guided by some commonsense rules.
When there are two or more reactants, the rate can be based on the most
valuable reactant or on the limiting reactant if the feed is not a stoichio-
metric mixture. For example, consider the catalytic oxidation of carbon
monoxide in a gas stream containing excess oxygen:

COþ 1

2
O2 �!cat CO2

rCO ¼ moles CO oxidized

s; gcat

The rate of reaction of oxygen is half that of carbon monoxide, if there are
no other reactions using oxygen, and the rate of carbon dioxide is equal to
that for carbon monoxide:

rO2
¼ moles O2 used

s; gcat
¼ 1

2
rCO

rCO2
¼ moles CO2 formed

s; gcat
¼ rCO

If the goal is to remove carbon monoxide from the gas stream, the correla-
tion of kinetic data and the reactor design equations should be expressed
using rCO rather than rO2

or rCO2
.

For synthesis reactions, the rate is usually given in terms of product
formation. For example, methanol is produced from synthesis gas by com-
plex reactions over a solid catalyst. Both CO and CO2 are consumed, and
the reaction rate is given as the total rate of product formation.

COþ 2H2 $ CH3OH

CO2 þ 3H2 $ CH3OHþH2O

r ¼ moles CH3OH formed

s; gcat

2 Chapter 1
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In the definitions given for homogeneous and heterogeneous reactions,
all the rates are defined to be positive, even though the amounts of reactants
are decreasing. In some texts, the rate is defined to be negative for materials
that are consumed and positive for products formed, but this distinction is
generally unnecessary. It is simpler to think of all rates as positive and to use
material balances to show increases or decreases in the amount of each
species.

With a complex reaction system, the reaction rate may refer to the rate
of an individual reaction or a step in that reaction or to the overall rate of
reactant consumption. The partial oxidation of hydrocarbons is often
accompanied by the formation of less desirable organic byproducts or by
complete oxidation. In the following example, B is the desired product and
C, CO2, and H2O are byproducts; the equations are not balanced, but this
example is used later to demonstrate yield and selectivity.

AþO2 �!1 B

AþO2 �!2 C

AþO2 �!3 CO2 þH2O

If only the concentrations of A and B are monitored, the reaction rate could
be based on either the formation of B or on the total rate of reaction of A,
which would generally be different.

If a complete analysis of the products permits the rate of each step to
be determined, the individual rates could be expressed as r1, r2, r3, and
combined to give the overall rate for A:

rA ¼ r1 þ r2 þ r3

rB ¼ r1

The reaction rate should not be defined as the rate of change of con-
centration, as is sometimes shown in chemistry texts, since, for gas-phase
reactions, the concentration can change with temperature, pressure, or the
total number of moles as well as with chemical reaction. For a reaction such
as the oxidation of carbon monoxide in a flow system, the moles of product
formed are less than the moles of reactant used, and the reactant concentra-
tion at 50% conversion is greater than half the initial concentration. Using
just the change in concentration of CO would give too low a value for the
reaction rate.

For other reactions, there may be a large increase in total moles, as in
the cracking of hydrocarbons. Test data for thermal cracking of n-hexa-
decane show 3 to 5 moles of product formed for each mole cracked [1]:

Homogeneous Kinetics 3
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C16H34 ! olefinsþ paraffinsþH2

The concentration of hexadecane falls much more rapidly than the number
of moles of reactant. If the change in total moles is not allowed for, it can
lead to errors in determination of reaction order and in reactor scaleup.

For liquid-phase reactions, the densities of reactants and products are
often nearly the same, and the slight change in volume of the solution is
usually neglected.� Then for a batch reaction in a perfectly mixed tank, the
reaction rate is the same as the rate of change of reactant or product con-
centration. To prove this, consider a stirred batch reactor with V liters of
solution and a reactant concentration CA mol=L. The amount reacted in
time dt is Vð�dCAÞ, and the reaction rate is �dCA=dt, a positive term:

rA � moles A reacted

L; sec
¼ Vð�dCAÞ

1

V

1

dt
¼ � dCA

dt
ð1:3Þ

If a reaction is carried out at steady state in a continuously stirred tank
reactor, the reactant and product concentrations are constant, and it
wouldn’t make sense to define the rate as a concentration change. The
rate should always be defined as given by Eqs. (1.1) and (1.2).

For reactions with two fluid phases, the definition of reaction rate is
arbitrary. When a reactant gas is bubbled through a liquid in a tank or
column, the rate could be expressed per unit volume of clear liquid or per
unit volume of gas–liquid mixture, and these volumes may differ by 5–30%.
Unless the reactor is made of glass or has several measuring probes, the
froth height is unknown, and the original or clear liquid volume may have to
be used to express the rate. Unfortunately, many literature sources do not
state the basis for calculation when reporting kinetic data for gas–liquid
systems.

When dealing with a reaction in a liquid–liquid suspension or emul-
sion, the rate is usually based on the total liquid volume, even though the
reaction may take place in only one phase. Of course, the rate would then
vary with the volume ratio of the phases.

Gas–liquid reactions are sometimes carried out in packed columns.
Although the reaction takes place in the liquid phase, the holdup of liquid
is not measured, and the reaction rate is given per unit volume of the packed
column. The rate is then a function of packing characteristics, liquid rate,
and physical properties that affect the holdup as well as kinetic factors.

4 Chapter 1

�For a polymerization reaction, the decrease in volume can be as much as 20% and the kinetics

can be studied by following the change in volume in a special laboratory reactor called a

dilatometer [2].
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Conversion, Yield, and Selectivity

The conversion, x, is defined as the fraction (or percentage) of the more
important or limiting reactant that is consumed. With two reactants A
and B and a nearly stoichiometric feed, conversions based on each reactant
could be calculated and designated xA and xB. In most cases, this is not
necessary, and only one conversion is calculated based on A, the limiting
reactant, and no subscript is needed for x.

x � mole A reacted

moles A fed
ð1:4Þ

For a continuous-flow catalytic reactor with W grams of catalyst and
FA moles of A fed per hour, the average reaction rate is calculated from the
conversion

rave ¼ FA

x

W
ð1:5Þ

The differential form of this equation is used later for analysis of plug-
flow reactors:

FA dx ¼ r dW ð1:6Þ
The yield, Y, is the amount of desired product produced relative to the

amount that would have been formed if there were no byproducts and the
main reaction went to completion:

Y � moles of product formed

maximum moles of product, x ¼ 1:0
ð1:7Þ

For a system where n moles of A are needed to produce 1 mole of
product B but A also gives some byproducts, the yield can be expressed in
terms of FA, the feed rate of A, and the rate of product formation, FB, both
in moles/hr:

nA ! B

Y ¼ FB

FA=n

The selectivity is the amount of desired product divided by the amount
of reactant consumed. This ratio often changes as the reaction progresses,
and the selectivity based on the final mixture composition should be called
an average selectivity. For nA ! B,

Save ¼
B formed

A used
¼ FB

FAx=n
¼ Y

x
ð1:8Þ

Homogeneous Kinetics 5
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The local selectivity, S, is the net rate of product formation relative to
the rate of reactant consumption. The difference between Save and S can be
illustrated with a partial-oxidation example (Fig. 1.1). These equations are
not balanced, but 1 mole of A is consumed to make 1 mole of desired
product B:

AþO2 �!1 B

BþO2 �!2 C

AþO2 �!3 CO2 þH2O

S ¼ r1 � r2
r1 þ r3

At the start, no B is present, r2 ¼ 0 and S ¼ r1=ðr1 þ r2Þ. As B accumulates
and r2 increases, S decreases and may even become negative, which would
mean B is being destroyed by reaction 2 faster than it is formed by reaction
1. The average selectivity also decreases with increasing conversion but at a
lower rate.

The selectivity is a very important parameter for many reaction sys-
tems. On scaleup from laboratory reactors to pilot-plant units to industrial
reactors, slight decreases in selectivity often occur, and these are generally
more important than changes in conversion. Decreases in conversion on
scaleup may be corrected for by small changes in reaction time or tempera-
ture. However, it is not easy to correct for greater byproduct formation,
which may mean more difficult product purification as well as greater raw
material cost. A few percent decrease in selectivity may be enough to make
the process uneconomic. Factors affecting selectivity changes, such as heat
transfer, mass transfer, and mixing patterns, are discussed in later chapters.

6 Chapter 1

FIGURE 1.1 Changes in conversion, yield, and selectivity for a partial oxida-
tion.
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Reaction Order and Activation Energy

Kinetic data are often presented as simple empirical correlations of the
following type:

r ¼ kCn
A or r ¼ kPn

AP
m
B

The reaction order is the exponent in the rate equation or the power to
which the concentration or partial pressure must be raised to fit the data.
When the exponents are integers or half-integer values, such as 1=2, 1, 11=2, 2,
they may offer clues about the mechanism of the reaction. For example, if
the gas-phase reaction of A with B appears to be first order to A and first
order to B, this is consistent with the collision theory. The number of colli-
sions per unit volume per unit time depends on the product of the reactant
concentrations, and a certain fraction of the collisions will have enough
energy to cause reaction. This leads to the following equation:

Aþ B ! C

r ¼ kCACB

If the rate data fit this expression, the reaction is described as first order to A
and first order to B. Calling the reaction second order is ambiguous, since a
total order of 2 could mean r ¼ kC1:5

A C0:5
B or kC0

AC
2
B.

Many unimolecular reactions (only one reactant) appear first order
over a wide range of concentrations, though second order might seem
more logical. Molecules acquire the energy needed to break chemical
bonds by collision with other molecules; and if only type A molecules are
present, the rate of collisions would vary as C2

A. The Lindemann theory [3]
of unimolecular reactions explains first-order behavior and shows that the
order may change with concentration. For the reaction A ! Bþ C, high-
energy molecules A� are created by collision, but this process is reversible:

AþA �!1 A� þA

AþA� �!2 AþA

Some of the A� molecules decompose to Bþ C before the energy is reduced
by step 2:

A� �!3 Bþ C

If steps 1 and 2 are very rapid relative to step 3, so that r1 ffi r2, an equili-
brium concentration of A� is established, and the reaction to produce B and
C appears first order to A:

Homogeneous Kinetics 7
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k1C
2
A ffi k2C

�
ACA

C�
A ¼ k1

k2

� �
CA

r ¼ k3C
�
A ¼ k3k1

k2

� �
CA

In the more general case, C�
A is assumed to reach a pseudo-equilibrium

value, where the rate of formation of A� is equal to the sum of the rates of
the steps removing A�:

For
dC�

A

dt
¼ 0; k1C

2
A ¼ k2C

�
ACA þ k3C

�
A

C�
A ¼ k1C

2
A

k2CA þ k3

At moderate or high pressures, k2CA � k3 and C�
A is proportional to CA,

giving first-order kinetics. At very low pressures, the reaction rate might
appear second order:

if k2CA � k3; then C�
A ffi k1

k3
C2

A

r ¼ k3C
�
A ¼ k1C

2
A

At intermediate pressures, a unimolecular reaction might appear to have a
noninteger order, such as 1.3 or 1.75, but such values have no physical
significance, and the order is likely to change when the concentration is
varied over a wider range.

A reaction order of 1=2 is often found when dealing with molecules that
dissociate before reacting. For example, the initial rate of nitric oxide for-
mation reaction in air at high temperature is first order to nitrogen and half
order to oxygen:

N2 þO2 Ð 2NO

ri ¼ kP1=2
O2

PN2

The half order indicates that the slow step of the reaction involves oxygen
atoms, which are nearly in equilibrium with oxygen molecules. Nitric oxide
formation is an example of a chain reaction that was first explained by
Zeldovitch [4] and is treated in more detail later in this chapter.

Catalytic hydrogenation can also appear half order when H2 dissoci-
ates on the catalyst:

8 Chapter 1
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H2 �!1 2H

2H �!2 H2

At steady state,

k1CH2
¼ k2ðCHÞ2

CH ¼ k1
k2

CH2

� �1=2

If the reaction order is zero for one reactant, it means that the rate is
independent of the reactant concentration, at least for the range of concen-
trations covered in the tests. It does not mean that the reaction can take
place at zero reactant concentration. Zero order to A may indicate that the
overall reaction requires several steps, and the rate-limiting step does
not involve A. However, at very low values of CA, some step involving A
will become important or controlling, and the reaction order for A will
change to a positive value. For a two-phase reaction system, such as
Aþ BðgasÞ ! C, mass transfer of B could be the rate-limiting step, making
the reaction appear zero order to A over a wide range of concentrations.

Negative reaction orders are sometimes observed for bimolecular reac-
tions on solid catalysts. Increasing the partial pressure of one reactant, A,
which is strongly adsorbed, can lead to a surface mostly covered with
adsorbed A, leaving little space for adsorption of reactant B. However,
the negative order for A would change to zero order and then to a positive
order as the partial pressure of A is reduced to very low values. Reactions
that show negative order because of competitive adsorption are discussed in
Chapter 2.

Why is it worthwhile to determine the reaction order when analyzing
kinetic data or scaling up laboratory results? Finding the reaction order
usually does not verify a proposed mechanism, since different models may
lead to the same reaction order. The first benefit is that the reaction order is
a convenient way of referring to the effect of concentration on the reaction
rate, and it permits quick comparisons of alternate reactor designs or spe-
cifications. For example, if a first-order reaction in a plug-flow reactor
achieves a certain conversion for a given residence time, doubling the resi-
dence time will result in the same percent conversion of the remaining
reactant. If 50% conversion is measured and the reaction is first order,
then doubling the residence time will result in 50% conversion of the mate-
rial remaining, for an overall conversion of 75%. For a zero-order reaction,
doubling the residence time would double the conversion. For a second-

Homogeneous Kinetics 9
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order reaction, more than twice the time would be needed to go from 50%
to 75% conversion.

The reaction order is also useful when comparing a continuous-flow
mixed reactor (CSTR) with a plug-flow reactor (PFR) or a batch reactor.
The ratio of reactor volumes, VCSTR/VPFR, increases with reaction order
and with the required conversion. For a first-order reaction this ratio is

VCSTR

VPFR

¼
x

1� x

ln 1
1� x

� � ¼ 3:91 for x ¼ 0:9

For a fractional-order reaction, this volume ratio is smaller than that for
first-order kinetics; for second order, the ratio is much larger. Some exam-
ples are given in Chapter 3.

Effect of Temperature

For most reactions, the rate expression can be written as the product of a
rate constant, which is temperature dependent, and a concentration term:

r ¼ kðTÞf ðCA;CB;CC; . . .Þ ð1:9Þ
The rate constant often follows the Arrhenius relationship:

k ¼ k0e
�E=RT ð1:10Þ

where

k0 ¼ frequency factor (different units)

E ¼ activation energy, J/mol or cal/mol

R ¼ gas constant, 8.314 J/mol K or 1.987 cal/mol K

T ¼ absolute temperature, K

The activation energy has been equated to the energy needed by col-
liding molecules for reaction to occur. For an endothermic reaction, E is at
least somewhat greater than the heat of reaction. For a reversible exother-
mic reaction, the difference in activation energies of the forward and reverse
steps is the heat of reaction, as shown in Figure 1.2.

The variation of k with temperature is often shown using the logarith-
mic form of Eq. (1.10). For a temperature change from T1 to T2, the change
in k is

ln
k2
k1

� �
¼ �E

R

1

T2

� 1

T1

� �
ð1:11Þ

10 Chapter 1
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The activation energy can be calculated from two values of k using Eq.
(1.11), but it is better to use several data points and make a plot of lnðkÞ
versus 1=T , which will have a slope of �E=R if the Arrhenius equation
holds.

The derivative of the logarithmic form of Eq. (1.10) is another way to
bring out the strongly nonlinear temperature dependence:

d lnðkÞ
dT

¼ E

RT2
ð1:12Þ

If E=R ¼ 104 K ðE ¼ 20 kcal=molÞ, a 1�C increase in temperature at
300K will increase k by 12%. A 1�C increase at 600K will increase k by only
3% for the same value of E.

SCALEUP AND DESIGN PROCEDURES

The design of large-scale chemical reactors is usually based on conversion
and yield data from laboratory reactors and pilot-plant units or on results
from similar commercial reactors. A reactor is hardly ever designed using
only fundamental rate constants from the literature, because of the complex-
ity of most reaction systems, possible changes in catalyst selectivity, and the
effects of heat transfer, mass transfer, and mixing patterns. By contrast, heat
exchangers, distillation columns, and other separation equipment can be
designed directly from the physical properties of the system and empirical
correlations for transport rates.

The normal procedure for a new reaction product or a major process
change is to make laboratory tests over a range of conditions to determine
the reaction rate, selectivity, and catalyst life. After favorable conditions

Homogeneous Kinetics 11

FIGURE 1.2 Activation energies and heat of reaction for a reversible exother-
mic reaction.
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have been tentatively determined, there are two approaches to scaleup or
design of a production unit.

The first method is to scale up in stages using the same type of reactor,
the same inlet conditions, and the same reaction time. Batch tests in a 2-liter
stirred vessel might be followed by tests in a 5-gallon pilot-plant reactor and
then a 50-gallon demonstration unit, operated batchwise or continuously.
Data from these tests would be used to estimate the performance and cost of
a several-thousand-gallon reactor for the plant. This approach is costly and
time consuming, but it is often necessary because the reaction rate and
selectivity may change on scaleup. Even with three or four stages in the
scaleup procedure, it is often difficult to predict the exact performance of
the large reactor, as illustrated in the following example.

Example 1.1

Runs to make a new product were carried out in lab and pilot-plant equip-
ment using both batch and continuous operations. For the tests shown in
Table 1.1, the temperature, initial concentrations, and reaction time were the
same. How accurately can the performance of the large reactor be predicted?

Solution. The slight decrease in conversion on going from 2 to 30
liters and the further decrease on going from batch to continuous might not
be very important. By increasing the residence time, adding more catalyst,
or using two reactors in series, the conversion in the plant reactor could
probably be raised to 85% to match the original lab tests. However, the
gradual decrease in selectivity is a serious problem and could make the
process uneconomical, particularly if there is a still further loss in selectivity
on going to the full-scale reactor. More tests are needed to study byproduct
formation and to see if it is sensitive to factors such as agitation conditions
and heat transfer rate.

Stirred reactors are sometimes scaled up keeping the power per unit
volume constant; but in other cases, constant mixing time or constant max-
imum shear rate is recommended. It is impossible to keep all these para-
meters constant on scaleup and maintain geometric similarity, so tests are

12 Chapter 1

TABLE 1.1 Scaleup Tests with Stirred Reactors

Volume, liters 2 30 30 10,000?

Mode of operation Batch Batch Continuous Continuous
Conversion 0.85 0.83 0.75 0.750.85?
Yield 0.80 0.76 0.67 ?
Selectivity 0.94 0.92 0.89 ?
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needed to show which parameters are most important. Then it may be
necessary to consider a tentative, practical design for the large reactor and
scale down to a laboratory reactor that can be tested at the same parameters
that are achievable in the large unit.

Similar problems arise in scaleup of tubular reactors. For a solid-
catalyzed gas-phase exothermic reaction, initial tests might be carried out
in a small-diameter jacketed tube packed with crushed catalyst. Suppose
that the reactor is 1-cm diameter� 45 cm long with 1-mm catalyst particles
and that satisfactory conversion is obtained with a nominal residence time
of 1.5 seconds. A reactor with many thousand 1-cm tubes would be imprac-
tical, so 5-cm-diameter tubes 4.5m long are considered for the large reactor
(see Fig. 1.3). With a gas velocity 10 times greater, the residence time would
be the same, but the pressure drop would be very large, so the particle size
might be increased to 5 mm. The Dp=Dt ratio is the same, but the particle
Reynolds number and the heat and mass transfer parameters are quite
different. One solution to the scaleup problem is to build a pilot plant
with a single-jacketed tube, 5 cm� 4:5m, packed with the 5-mm catalyst
pellets. The scaleup to a multitube reactor would be straightforward for
boiling fluid in the jacket, but could still pose some problems if a liquid
coolant is used, because of temperature gradients in the jacket.

The second scaleup method is to determine the intrinsic kinetics from
laboratory tests carried out under ideal conditions, that is, conditions where
only kinetic parameters influence the results. If this is not possible, the test
data should be corrected for the effects of diffusion, heat transfer, and
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FIGURE 1.3 Scaleup of a tubular reactor.
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mixing to determine the intrinsic kinetics. The corrected data are used to
determine the reaction order, the rate constant, and the activation energy for
the main reaction and the principal byproduct reactions. Overall reaction
rates for a larger reactor are predicted by combining the intrinsic kinetics
with coefficients for mass transfer and heat transfer and correlations for
partial mixing effects.

One advantage of the second method is that the design need not be
limited to the same type of reactor. Data taken in a stirred reactor and
manipulated to get intrinsic kinetic parameters could be used to estimate
the performance of a tubular reactor, a packed bed, or perhaps a new type
of contactor for the same reaction. Fundamental kinetic parameters
obtained from a small fixed-bed reactor might lead to consideration of a
fluidized-bed reactor for the large unit. Of course, pilot-plant tests of the
alternate reactor type would be advised.

INTERPRETATION OF KINETIC DATA

There are two main types of laboratory tests used to get kinetic data: batch
or integral reactor studies, and tests in a differential reactor. Batch tests are
discussed first, since they are more common and often more difficult to
interpret. Differential reactors are used primarily for reactions over solid
catalysts, which are discussed in Chapter 2.

In a batch reactor, all the reactants are charged to a stirred vessel, and
the contents are sampled at intervals to determine how the conversion
changes with time. If the reactor is a sealed vessel, such as a shaker tube
or reaction bomb, the conversion is measured at the end of the test, and
other runs are made to show how the conversion varies with time. The
semibatch reactor is a variation in which one reactant is charged at the
start and the second is added continuously or as frequent pulses as the
reaction proceeds. If the second reactant is a gas such as air, it may be
fed in large excess and unreacted gas vented from the reactor while products
accumulate in the solution.

A type of continuous reactor with performance similar to a batch
reactor is the plug-flow reactor, a tubular or pipeline reactor with contin-
uous feed at one end and product removal at the other end. The conver-
sion is a function of the residence time, which depends on the flow rate
and the reactor volume. The data for plug-flow reactors are analyzed in
the same way as for batch reactors. The conversion is compared with that
predicted from an integrated form of an assumed rate expression. A trial-
and-error procedure may be needed to determine the appropriate rate
equations.

14 Chapter 1
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To determine the reaction order from batch tests or plug-flow reactor
tests, the data are compared with conversion trends predicted for different
assumed orders to see which, if any, give a satisfactory fit. There are several
steps in this procedure.

1. Plot the data as conversion versus time (x vs. t) for a homoge-
neous reaction or as x vs. W/F for a catalytic reaction, where W
is the mass of catalyst and F is the feed rate. Note the shape of
the plot, and consider whether some data points have large
deviations from the trend and should perhaps be omitted.

2. Based on the shape of the plot, guess the reaction order, and
integrate the corresponding rate equation, allowing for any
change in the total number of moles for a gas-phase reaction.
If the arithmetic plot shows a gradual decrease in slope with
increasing conversion, a first-order reaction is a logical guess.
If the decrease in rate is obvious from the tabulated data, step
1 can be omitted and the data presented directly on a first-order
plot, such as lnð1=1� xÞ) versus t.

3. Rearrange the integrated equation so that a function of x is a
linear function of t, and replot the data in this form. If this plot
shows definite curvature, guess another order and repeat steps 2
and 3. Use common sense in selecting another order or rate
expression rather than making an arbitrary choice. For example,
if a first-order plot of lnð1=ð1� xÞÞ versus t shows a decrease in
slope at high x, it means that the reaction has slowed down more
than expected for a first-order reaction. Therefore a higher order,
such as 1.5 or 2, should be tried. There would be no point in
guessing a lower order, such as 1=2.

4. When the data give a reasonably good straight line for the
assumed order, check to see if some other order would also fit
the data. Scatter in the data may make it difficult to determine
the correct reaction order, particularly if the highest conversion
is only about 50%.

5. From the plot that best fits the data, determine the rate constant
and calculate the predicted conversion for each time. The aver-
age error should be close to zero, but the average absolute error
is calculated as a way to compare the fit with that for other
possible rate expressions. However, a slightly better fit should
not be taken as proof of the assumed order. It might be better to
say, for example, ‘‘The reaction appears to be first order in A,
but almost as good a fit is obtained for an order of 1.5. Tests at
higher conversions are needed to check the order.’’

Homogeneous Kinetics 15
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The reaction order determined from batch tests can be checked by
varying the initial concentration and comparing initial reaction rates.
Sometimes a reaction appears to be first order using initial rate data but
higher order by fitting conversion-versus-time data. A possible explanation
for such behavior is inhibition by one of the reaction products, which can be
checked by runs with some product present at the start.

When the data are accurate enough to clearly show that no simple
reaction order gives a satisfactory fit, more complex reactions schemes can
be considered. There may be two reactions in parallel that have different
reaction orders, which would make the apparent order change with concen-
tration. For a combination of first- and second-order equations, the data
can be arranged to determine the rate constants from a linear plot:

r ¼ k1CA þ k2C
2
A

r

CA

¼ k1 þ k2CA

Example 1.2

Determine the reaction order for the data in Table 1.2 from the air oxidation
of compound A in a semibatch reactor:

AþO2 ! B

Solution. Try first order, since the rate seems to be decreasing with
time:

� dCA

dt
¼ k1CA

�
ð
dCA

CA

¼ ln
CA0

CA

� �
¼ k1t

16 Chapter 1

TABLE 1.2 Data for
Example 1.2

Time, min Conversion, x

15 0.06
25 0.11
30 0.21
40 0.25
50 0.36
70 0.44
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or, since CA ¼ ð1� xÞCA0
,

ln
1

1� x

� �
¼ k1t

A semilog plot is used for a plot of 1� x versus t, as shown in Figure
1.4(a). A pretty good straight line can be fitted to the data, but the line does
not go to 1.0 at t ¼ 0. Taking the rate constant from the slope of this line is
not correct. The dashed line through (1.0, 0) could be used to get an average
value for k.

A slightly curved line could be drawn through the data points, includ-
ing 1.0 at t ¼ 0. Since this line would curve downward, indicating a higher
conversion with increasing time than expected for first-order kinetics, a half-
order reaction is assumed for the next trial:

dx

dt
¼ k1=2ð1� xÞ1=2ðx

0

dx

ð1� xÞ1=2 ¼ k1=2t ¼ 2 ð1� xÞ1=2� �0
x
¼ 2 1� ð1� xÞ1=2� �

1� ð1� xÞ1=2 ¼ k1=2
t

2

A plot of 1� ð1� xÞ1=2 vs. t is shown in Figure 1.4(b). A reasonable fit is
obtained, but again the straight line does not have the proper intercept.

A third plot is used to test for second-order kinetics:

dx

dt
¼ k2ð1� xÞ2ð
dx

ð1� xÞ2 ¼ k2t

1

1� x
� 1 ¼ k2t or

x

1� x
¼ k2t

Figure 1.4(c) shows a good straight-line fit, but again the intercept is not at
the origin and the fit is not satisfactory.

The order of reaction can’t be determined from these results, since
assumed orders of 1=2, 1, and 2 give reasonable straight-line fits to the
data, but all have incorrect intercepts. If the run had been extended to
conversions of 70–80%, the difference between first and second order
would probably be clear, but it might still be hard to decide between closer
orders, such as 1 and 1.5.

The data indicate that there may be an induction period of several
minutes before significant reaction occurs. This could be checked by taking
several samples in the first 10 minutes. An induction period might result

Homogeneous Kinetics 17
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FIGURE 1.4 (a) Test for first-order reaction. (b) Test for half-order kinetics. (c)
Test for second-order kinetics.
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from inhibition of the reaction by an impurity that is gradually oxidized or
from a delay in reaching the desired temperature. The slow initial reaction
could also be caused by a complex reaction scheme with an autocatalytic
effect. Determining the cause of this behavior is at least as important as
deciding on the reaction order once the reaction proceeds.

Another way of analyzing batch data is to determine the reaction rate
for different concentrations from the slope of the plot of C vs. t or x vs. t.
Then a log-log plot of the rate versus concentration is made, and the order is
the slope of the plot. However, this method works only when there is a
continuous record of conversion versus time or when there are many very
accurate measurements of the conversion during the run. For data such as
those in Example 1.2, taking the rate as �x=�t gives values with a lot of
fluctuation. Fitting a smooth curve to the points and measuring the slope is
not as accurate as using an integrated form of the rate expression.

Example 1.3

Data for gas-phase cracking of a normal paraffin in a tubular reactor are
given in Table 1.3. For moderate conversion, about 4 moles of product are
formed for each mole cracked.

a. Is the reaction first order?
b. If the change in moles is neglected, would the apparent order be

different?

Solution.

a. A ! nP

At x fraction converted, the total moles per mole of A fed are

1� xþ nx ¼ 1þ ðn� 1Þx
Neglecting any changes in temperature and pressure,
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TABLE 1.3 Data for Example 1.3

L=u0, sec x

0.62 0.212
1.35 0.351
3.05 0.488
4.84 0.602
8.60 0.748
12.2 0.830
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CA ¼ CA0

1� x

1þ ðn� 1Þx
For a tubular reactor with cross section S and length L,

FA dx ¼ r dV

u0SCA0 dx ¼ k1CA dV ¼ k1CA0
ð1� xÞ dLS

1þ ðn� 1Þxð
dx

ð1þ ðn� 1ÞxÞ
1� x

¼
ð
k1

dL

u0

For n ¼ 4,

ln
1

1� x

� �
� 3xþ 3 ln

1

1� x

� �
¼ k1L

u0

f ðxÞ ¼ 4 ln
1

1� x

� �
� 3x ¼ k1L

u0

Values of f ðxÞ are given plotted against L=u0 in Figure 1.5. A
straight line through the origin gives a pretty good fit, so first
order is probably satisfactory for design purposes.

b. If the change in moles is neglected, a plot of lnð1=ð1� xÞÞ vs. L=u0
is the test for a first-order reaction. The plot in Figure 1.6(a) shows
a curve with a pronounced decrease in slope as conversion
increases. This might suggest a second-order reaction, but the
plot of x=ð1� xÞ vs. L=u0, Figure 1.6(b), shows increasing slope.

20 Chapter 1

FIGURE 1.5 Test of first-order reaction for Example 1.3: f ðx Þ ¼ 4 lnð1=1� x Þ
�3x :
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An assumed order of between 1.0 and 2.0—say, 1.5—might
appear satisfactory, but it would be incorrect and could lead to
errors in design.

Adiabatic Reactors

Although most kinetic tests are carried out at constant temperature and runs
at different temperatures are used to get the activation energy, it is possible
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FIGURE 1.6 (a) Test of first-order reaction for Example 1.3 ignoring volume
change. (b) Test of second-order reaction for Example 1.3 ignoring volume
change.
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to get the rate constant and activation energy from one test in an adiabatic
reactor if the reaction is moderately exothermic. For a batch reaction in a
well-insulated stirred reactor, the heat released is stored as sensible heat of
the fluid and the reactor wall:

VCA0
xð��HÞ ¼ McpðT � T0Þ þMwcpwðT � T0Þ ð1:13Þ

The increase in temperature as the reaction proceeds raises the rate
constant; at first this more than offsets the decrease in reactant concentra-
tion, and the reaction accelerates. A plot of temperature versus time is then
S-shaped, as shown by the solid line in Figure 1.7. If the heat capacities are
constant, which can often be assumed over a moderate temperature range,
the temperature rise is proportional to the conversion. If the reaction is
irreversible and goes to completion, x can be calculated from the relative
temperature change without knowing the heat capacities:

x ¼ T � T0

Tmax � T0

� �
ð1:14Þ

The reaction rate, CA0
ðdx=dtÞ can be obtained from the slope of the tem-

perature plot or from the change in temperature for a short time interval:

r ¼ CA0

dx

dt
ffi CA0

�x

�t

� �
ð1:15Þ

If the reaction is assumed to be first order, the rate constant is calcu-
lated from ð1� xÞ and dx=dt.

k1CA0
ð1� xÞ ¼ CA0

dx

dt
ð1:16Þ

It might seem possible to confirm the assumed order by trying other
reaction orders and seeing which order gives rate constants that follow the
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FIGURE 1.7 Temperature change for a batch adiabatic reaction.
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Arrhenius equation. If the reaction was zero order, the slope of the tem-
perature–time plot would continue to increase until the reaction was com-
plete, as shown by the dashed line in Figure 1.7. However, for orders of 1=2, 1,
or 2, the curves are quite similar in shape, and very accurate data would be
needed to distinguish between different orders. Furthermore, many reac-
tions do not follow the Arrhenius equation exactly, and slight differences
in activation energy should not be used to decide between possible orders or
mechanisms. The correlation of adiabatic kinetic data is discussed by
Rodriguez [5].

Many fixed-bed industrial reactors operate adiabatically, and the tem-
perature profiles can be used to follow changes in catalytic activity and to
optimize reactor performance. The temperature profile for an exothermic
reaction is similar to the temperature–time curve for a batch reaction. The
energy released by reaction is carried out by the fluid, since, except for
startup, there is no accumulation in the catalyst. The conversion at any
distance from the inlet can be calculated from the temperature rise relative
to that for complete conversion.

Example 1.4

The cracking of furfural to furan and carbon monoxide was carried out in
an adiabatic reactor using a pelleted catalyst. Data from a large reactor
operating at 1.5 atmospheres are given in Tables 1.4 and 1.5. Six moles of
steam were used per mole of furfural to decrease the temperature rise in the
bed. Analysis of the exit stream showed less than 0.01% of the furfural was
unreacted.
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TABLE 1.4 Data for
Example 1.4

Bed length, Temperature,
ft �C

0 330
1 338
2 348
3 361
4 380
5 415
6 447
7 454
8 459
9 458

Copyright © 2003 by Taylor & Francis Group LLC



a. Assuming first-order reaction and allowing for the increase in
number of moles, determine the relative rate constants for each
section of the bed, and estimate the activation energy.

b. Repeat the calculation for an assumed order of 2 and compare
the estimated values of E.

Solution.

A B

C5H4O2 ! C4H4Oþ CO

Heat balance : FAxð��HÞ ¼
X

ncpðT � T0Þ

The drop in temperature in the last part of the bed may be due to heat
loss, and complete conversion probably corresponds to a temperature
change of 130�C. Intermediate conversions are based on the fractional tem-
perature rise, except for the last 3 feet of bed, where the temperature is too
close to the final value for an accurate estimate of x.

x ¼ T � 330

130

The reaction rate depends on the partial pressure, PA:

PA ¼ ð1� xÞ
ð7þ xÞP

FA dx ¼ r dw ¼ k1ð1� xÞP
ð7þ xÞ �bS dL

Since ð7þ xÞ doesn’t change much, an average value is used for each
section of bed, and the rate expression is integrated to get k for each section:

24 Chapter 1

TABLE 1.5 Material Balance
for Example 1.4

For 1 mol feed Feed Product
A 1 1� x
B 0 x
CO 0 x
H2O 6 6

Total 7þ x
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ðx2
x1

dx

1� x
¼ ln

1� x1
1� x2

� �
¼ k1P�bS�L

FAð7þ xÞave
Let

k01 ¼
k1P�bS

FA

¼ ln
1� x1
1� x2

� � ð7þ xÞave
�L

Values of k01 for each 1-ft section up to 6 ft are given in Table 1.6. The last
3 feet are treated as one section using the analysis result to get x ffi 0:9999.

A plot of lnðk1) vs. 1=T is linear (Fig. 1.8), and from the slope,
E ¼ 27 kcal=mol. A similar calculation for second-order kinetics gives a
steeper plot of lnðk02Þ vs. 1=T , which is linear up to about 50% conversion,
with E ¼ 34 kcal=mol.

COMPLEX KINETICS

Many reactions occur in a series of steps, and the overall rate may not be
described by a simple equation with a constant reaction order. Some of the
many types of complex rate expressions for heterogeneous catalysts are
discussed in Chapter 2. For homogeneous reactions, two examples of
complex kinetics are enzyme reactions and chain reactions.

Enzyme Kinetics

Most biological reactions and some important industrial reactions in
aqueous media are catalyzed by enzymes, which are macromolecules
ðM ¼ 104–106) composed mainly of proteins. Enzymes are very specific cat-
alysts for particular reactions or for certain classes of reactions. Examples
include isomerases, hydrolases, and oxidases, which catalyze isomerizations,
hydrolysis, and oxidation reactions, respectively. There are many subtypes
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TABLE 1.6 Values of k1

L, ft T ,�C T ave,
�C x (7þ xÞave k 0

1

0 330 0
1 338 334 0.062 7.03 0.45
2 348 343 0.138 7.10 0.60
3 361 354 0.238 7.19 0.89
4 380 370 0.385 7.31 1.57
5 415 397 0.654 7.52 4.33
6 447 431 0.90 7.78 9.66
9 458 455 0.9999 7.9 18.2
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in each of these and other classes. An enzyme acts by binding reversibly to a
substrate or reactant and lowering the activation energy for the reaction.
The free-energy change and heat of reaction are not affected, but the lower
activation energy often increases the rate by several orders of magnitude and
permits fairly rapid reaction at ambient conditions.

The rates of enzyme-catalyzed reactions do not fit simple models for
first- or second-order kinetics. Typically, the rate is a nonlinear function of
concentration, as shown in Figure 1.9. At low substrate concentrations, the
reaction appears first order, but the rate changes more slowly at more
moderate concentrations, and the reaction is nearly zero order at high con-
centrations. A model to explain this behavior was developed in 1913 by L.
Michaelis and M. L. Menton [6], and their names are still associated with
this type of kinetics. The model presented here is for the simple case of a
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FIGURE 1.8 Rate constants from Example 1.4.
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single-substrate reaction that is irreversible. Models for reversible reactions,
inhibited reactions, or reactions involving multiple substrates are given in
specialized texts [7,8].

The first step is the formation of an enzyme–substrate complex, ES.
The complex is held together by van der Waals forces or hydrogen bonds,
and the rates of formation and dissociation of the complex are very rapid. A
near-equilibrium concentration of ES is quickly established, since the rate of
product formation is relatively slow:

Eþ S Ð1
2

ES �!3 Pþ E

Products are formed when the complex decomposes in such a way that
chemical bonds in the substrate break or new bonds are formed, and the
enzyme molecule is freed. This step may require another reactant, such as
water, but water is usually not included in the kinetic equations. Both the
dissociation of the complex to S and E and the product-formation step are
assumed to be first order in ES.

A material balance for ES includes the formation rate and the rates of
the two reactions removing the complex. Following conventional notation,
[S], [E], and [ES] refer to the molar concentrations of substrate, enzyme, and
complex, respectively. For a batch reaction,
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FIGURE 1.9 Effects of substrate concentration on the rate of an enzyme-
catalyzed reaction.
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d½ES	
dt

¼ k1½E	½S	 � k2½ES	 � k3½ES	 ð1:18Þ

The total enzyme in the system, E0½ 	, is the sum of the free enzyme and
the complex:

½E0	 ¼ ½E	 þ ½ES	 ð1:19Þ
A similar equation is not written for the substrate, since the initial

substrate concentration, ½S0	, is nearly always much greater than ½E0	, and
the amount of substrate in the complex is a negligible fraction of the total.
Combining Eqs. (1.18) and (1.19), we get

d½ES	
dt

¼ k1½S	½E0	 � k1½S	½ES	 � ðk2 þ k3Þ½ES	 ð1:20Þ

Since steps 1 and 2 are usually very rapid compared to step 3, ES can
be assumed to reach a pseudo-steady-state concentration, and the derivative
is set to zero. Solving for [ES] gives

½ES	 ¼ k1½S	½E0	
k1½S	 þ k2 þ k3

ð1:21Þ

The product formation rate is k3½ES], and the rate equations can be
given without k1 in the numerator:

r ¼ k3½ES	 ¼
k3½S	½E0	

½S	 þ ðk2 þ k3Þ
k1

ð1:22Þ

In the literature on enzyme kinetics, the product rate is written in the
following form:

r ¼ Vm½S	
Km þ ½S	 ð1:23Þ

where

Km ¼ k2 þ k3
k1

, the Michaelis-Menton constant

Vm ¼ k3½E0	; the maximum reaction rate

The maximum rate is achieved when all the enzyme is present as
complex ES, which occurs at high substrate concentration. The reaction
then appears zero order to substrate. At very low [S], the rate is
ðVm=KmÞ½S	, and first-order kinetics are observed. The value of Km, which
has units of concentration, can be interpreted as the substrate concentration
that gives half the maximum reaction rate.
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The model for an enzyme-catalyzed reaction is similar to that for a
first-order reaction of a gaseous molecule adsorbed on a solid catalyst,
which has a certain number of sites (uniformly active) per unit mass. The
surface reaction goes from approximately first order at low partial pressure,
when a small fraction of sites are covered, to nearly zero order at high
partial pressure and high coverage. Derivations and examples for more
complex surface reactions are given in Chapter 2.

Graphical methods can be used to verify the form of the rate equation
and to determine Km and Vm. Inverting Eq. (1.23), we get

1

r
¼ Km þ ½S	

Vm½S	
¼ Km

Vm

1

½S	 þ
1

Vm

ð1:24Þ

A plot of 1=r versus 1=½S] should be a straight line with slope Km=Vm and a
positive intercept, 1=Vm. Another approach is to multiply both sides of Eq.
(1.24) by [S] and plot ½S	=r versus [S]:

½S	
r

¼ Km

Vm

þ ½S	
Vm

ð1:25Þ

The intercept is then Km=Vm and the slope 1=Vm.
The two methods of plotting may give different values of Km and Vm

when there is scatter in the data. Very low values of [S] and r have more
effect on the best-fit line where their reciprocals are plotted, as in Eq. (1.24).
However, the variables are separated in the first method, and the second plot
has [S] in both terms.

Example 1.5

The hydration of CO2 is catalyzed by the enzyme carbonic anhydrase:

CO2 þH2O Ð HCO�
3 þHþ

The initial velocity was measured for both forward and reverse reactions at
0:5�C and pH 7.1 with bovine carbonic anhydrase. Data for the reverse
reaction are given in Table 1.7 as reciprocal rates for different substrate
concentrations. Plot the results in two ways to determine Km and Vm.
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TABLE 1.7 Data for Example 1.5

[S] ¼ [HCO3] �103
1

r
L-sec/mol �10�3

2 95
5 45
10 29
15 25

Copyright © 2003 by Taylor & Francis Group LLC



Solution:. A plot of 1=r versus 1=½S	 is given in Figure 1.10(a). From
the intercept, 1=Vm ¼ 14:5� 103, Vm ¼ 6:9� 10�5 mol=L-sec. The slope is
153, and the slope is divided by the intercept to get Km:

Km ¼ 153

14:5� 103
¼ 1:06� 10�2 M

The alternate plot of ½S	=r versus [S], Figure 1.10(b) seems about as
good a fit but gives slightly different values of Vm and Km:
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FIGURE 1.10 Testing for Michaelis–Menton kinetics: (a) Eq. (1.24); (b) Eq.
(1.25).
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1

Vm

¼ slope ¼ 1:33� 104; Vm ¼ 7:5� 10�5 mol=L-sec

Km ¼ intercept

slope
¼ 153

1:33� 104
¼ 1:22� 10�2 M

The data in Example 1.5 are initial rate data obtained at different
substrate concentrations. If only batch data are available, an integrated
form of the rate equation is needed. For a batch reaction with initial
concentration [S0] and [E0], the reaction rate is the rate of change of con-
centration:

r ¼ � d½S	
dt

¼ Vm½S	
Km þ ½S	 ð1:26Þð�d½S	ðKm þ ½S	Þ

½S	 ¼
ð
Vm dt ð1:27Þ

Km ln
½S0	
½S	 þ ½S0	 � ½S	 ¼ Vmt ð1:28Þ

Dividing by t and Km gives a convenient form for plotting:

1

t
ln
½S0	
½S	 þ

½S0	 � ½S	
Kmt

¼ Vm

Km

ð1:29Þ
1

t
ln

1

1� x

� �
¼ Vm

Km

� S0

Kmt
ð1:30Þ

Chain Reactions

Chain reactions take place via a series of steps involving intermediates that
are continually reacting and being regenerated in a cyclical process. In most
cases, the sequence of steps involves three types of reactions:

1. Initiation: One of the reactants or an added initiator decomposes
to produce active intermediates.

2. Propagation: The active intermediates combine with one or more
reactants to produce products and regenerate the intermediates.

3. Termination: The active intermediates are removed from the
system by recombination, adsorption on the wall, or other
mechanisms.

In a typical chain reaction, the concentration of active intermediates or
chain carriers is orders of magnitude lower that the concentration of the
main reactants. The chain carrier concentration can be calculated from the
initiator and termination rates. The chain length is the number of times a
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chain carrier goes through the propagation sequence before termination
occurs. The chain length may be as high as several thousand.

Nitric Oxide Formation

In the chain reaction producing NO, the initiation step is the dissociation of
O2, which requires a high-energy collision between O2 and another molecule
M (it could be O2 or N2):

O2 þMÐ1
2
Mþ 20 �H ¼ 118 kcal

The oxygen atoms produced are free radicals because of the unpaired elec-
tron, and they are extremely reactive. The propagation step involves two
reactions, which produce NO and regenerate the oxygen atom:

OþN2Ð
3

4
NOþN �H ¼ 75 kcal slow

NþO2Ð
5

6
NOþO �H ¼ �32 kcal fast

All of the reactions shown are reversible, but to simplify the analysis
we focus on the initial rate of NO formation, far from equilibrium, where
steps 4 and 6 can be neglected. Then, for each oxygen atom that reacts in
step 3, two molecules of NO are formed in the propagation sequence, and
the oxygen atom is regenerated. Reaction 3, which is endothermic, is the
slow step of this sequence, because of the high activation needed to break
the N———N bond. Step 5 is relatively rapid, which makes the concentration
of nitrogen atoms very much lower than the concentration of oxygen atoms.
The initial rate of NO formation is therefore twice the rate of step 3:

ri;NO ¼ 2k3½O	½N2	 ð1:31Þ
The termination step is the recombination of oxygen atoms, which is

step 2. The rate of recombination of nitrogen atoms and the reaction of
nitrogen and oxygen atoms are negligible because of the very low concen-
tration of nitrogen atoms. The initiation and termination are assumed to be
very rapid compared to the propagation step, so a pseudo-steady-state
concentration is reached:

k1½M	½O2	 ¼ k2½M	½O	2 ð1:32Þ

½O	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1
k2

½O2	
s

ð1:33Þ

Combining Eqs. (1.31) and (1.33) gives
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ri;NO ¼ 2k3
k1
k2

� �1=2

½O2	1=2½N2	 ð1:34Þ

Experiments show that Eq. (1.34) gives a good fit to the initial rate of
NO formation. An equation allowing for the reverse steps in the propaga-
tion sequence has the following form [9]:

rNO ¼ kf ½N2	½O2	1=2 � kr½NO	2½O2	�1=2 ð1:35Þ

Note that the reverse reaction term is �1=2 order to oxygen, which is neces-
sary to satisfy the equilibrium relationship where rNO ¼ 0.

Hydrocarbon Cracking

The thermal cracking of hydrocarbons proceeds by a chain mechanism
involving hydrocarbon and hydrogen free radicals. The initiation step is
the decomposition of the hydrocarbon to form two free radicals. For ethane
the radicals are identical, but for higher paraffins different radicals may be
formed.

INITIATION.

C2H6 �!1 2CH3

CnH2nþ2 �!1 CxH2xþ1 
 þCyH2yþ1


Radicals can abstract hydrogen from stable molecules to form new
radicals, and ethyl or larger radicals can decompose to form an olefin and a
smaller radical.

PROPAGATION.

CH3 
 þC2H6 �!2 CH4 þ C2H5


H 
 þC2H6 �!2 H2 þ C2H5


C2H5
 �!
3

C2H4 þH


C4H9
 �!
3

C3H6 þ CH3


Several termination steps are possible with ethane cracking, and there
are many more for cracking of higher hydrocarbons.
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TERMINATION.

2C2H5
 �!
4

C4H10

C2H5 
 þH
 �!4 C2H6

CH3 
 þH
 �!4 CH4

2H
 �!4 H2

The overall order of the reaction depends on the relative importance of
the different termination steps and whether the initiation step is first or
second order. For ethane cracking, experiments indicate an order of 1 or
1.5, depending on the pressure. For larger hydrocarbons, a great many
species and over 100 reactions are used in developing models for thermal
cracking [10], and apparent orders of 1–1.25 are reported.

Polymerization

Chain reactions also occur in the liquid phase, and many synthetic polymers
are produced by free-radical chain polymerizations. The initiation step is the
decomposition of an added initiator, an unstable molecule such as a per-
oxide or persulfate:

I2 �!ki 2I

The initiator radical adds to a monomer molecule to form a new

radical, starting the propagation step

I 
 þM �!kp R1

The radical continues to add monomer at a rapid rate, forming larger

and larger free radicals:

Rn 
 þM �!kp Rm

Since radicals of different length appear to have the same reactivity

to monomer, subscripts are not needed and ½R
	 stands for the total con-
centration of free radicals.

The termination step is the recombination of radicals to form dead
polymer:

Rn 
 þRm 
 �!kt Pnþm

Dead polymer molecules can also be formed by a chain transfer reac-
tion between a polymer radical and a molecule of solvent, monomer, or
chain transfer agent S:
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Rn 
 þS �!kt Pn þ S

If the new radical is reactive, chain transfer does not affect the rate of

polymerization, but it does decrease the average molecular weight of the
polymer formed.

The rate of polymerization is proportional to the steady-state radical
concentration, which depends on the rates of initiation and termination:

d½R
	
dt

¼ 0 ¼ 2ki½I2	 � 2kt½R
	2

½R
	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ki
kt
½I2	

s

The monomer conversion reaction is first order to monomer and half
order to initiator:

rp ¼ kp½R
	½M	 ¼ kp

ffiffiffiffi
ki
kt

s
ðI2Þ1=2M

An important feature of free-radical polymerization is that the reac-
tion mixture contains some high-molecular-weight polymer (with a distribu-
tion of molecular weights) and some unreacted monomer. There are no
dimers, trimers, or low-molecular-weight oligomers, because once a chain
is initiated, it adds a great many monomer units before termination occurs.
This is in contrast to a stepwise, or condensation, polymerization, where the
average chain length grows slowly as chains combine to form larger chains.

NOMENCLATURE

Symbols

C molar concentration
cp heat capacity
cpw heat capacity of reactor wall
Dp particle diameter
Dt tube diameter
E activation energy, enzyme concentration
ES concentration of enzyme–substrate complex
F volumetric feed rate
FA molar feed rate of reactant A
Km Michaelis–Menton constant, Eq. (1.23)
k reaction rate constant
L length
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M any molecule, molecular weight
n number of moles, reaction order
PA partial pressure of A
R gas constant
r reaction rate
ri initial reaction rate
S selectivity
Save average selectivity
S cross section, substrate concentration
T absolute temperature, K
T0 initial temperature
Tmax maximum temperature
t time
u0 superficial velocity
V volume of reactor
Vm maximum reaction rate for enzyme reaction
W mass of catalyst
x fraction converted
Y yield of desired product

Greek Letters

�b bed density
�H heat of reaction

PROBLEMS

1.1 Trioxane, the cyclical trimer of formaldehyde, depolymerizes in
the presence of acid catalysts. Batch test with 8NH2SO4 gave the conver-
sions at different temperatures shown in Table 1.8 [11].

a. Calculate the rate constants assuming first-order or second-order
kinetics, and plot k1 and k2 on an Arrhenius plot. Can the order
and activation energy be determined from this plot? Would it

36 Chapter 1

TABLE 1.8 Data for
Problem 1.1

T , �C t , min x , %

20 300 4.5
40 60 17.5
70 10 62
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have been better to determine the time for a constant percent
decomposition—say, 50%—at different temperatures?

b. Determine the reaction order and activation energy from the
more complete data in Table 1.9.

c. What is the order with respect to sulfuric acid?

1.2 The thermal decomposition of plutonium hexafluoride was
studied in a batch reactor made of nickel [12]. The reactor was pretreated
with fluorine before use:

PuF6ðgÞ ! PuF4ðsÞ þ F2ðgÞ

The results shown in Table 1.10 were reported for a reaction time of
90 min at 161�C.

a. Assume concurrent zero-order and first-order reactions (as the
authors did), integrate the rate equation, and determine the best
values of the rate constants.

b. Repeat the analysis assuming a half-order reaction, and compare
the fit to the data.

c. Would any other model give a better or as good a fit?

1.3 Acrylamide was polymerized in aqueous solution using ammo-
nium persulfate and sodium metabisulfite for redox initiation [13]. Typical
batch data are in Table 1.11.

a. Determine the reaction order by trial from the conversion–time
data in Table 1.11.

b. Determine the reaction order from the initial reaction rates.
c. What type of equation is needed to fit these data? What is the

significance of the different orders?
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TABLE 1.9 Data for Problem 1.1

T , �C
Normality

H2SO4

10% 50% 75% 99%
Time Time Time Time

20 8 12.3 hr 3.4 days 6.8 days 22.5 days
20 12 55 min 6.1 hr 12.2 hr 40 hr
20 16 4.4 min 29 min 58 min 190 min
20 20 20 sec 22 min 4.4 min 14.5 min
40 8 31 min 3.5 hr 7.0 hr 23 hr
70 8 66 sec 7.3 min 14.6 min 48 min
95 8 11.6 sec 77 sec 2.6 min 8.5 min
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1.4 Holbrook and Marsh showed that the gas-phase decomposition
of ethyl chloride is apparently first order, but the rate constant at 521�C
decreases with decreasing initial pressure (Table 1.12) [14]. How well can the
decrease in rate constant be accounted for using the simple activation theory
of Lindemann? Determine this value of k1, and compare with the author’s
value of 8:88� 10�3 sec�1.

C2H5Cl ! C2H4 þHCl

1.5 The thermal reaction H2 þ Br2 ! 2HBr is thought to proceed
by the chain mechanism given here, with appropriate rate constants at
800K.

38 Chapter 1

TABLE 1.10 Data for Problem
1.2: Partial Pressure of
PuF6, cmHg

Initial Final

98.1 70.4
59.6 37.9
51.2 31.5
32.6 16.5
16.8 5.9

TABLE 1.11 Data for Problem 1.3

t , sec Ma M M

0 0.40 0.70 1.10
60 0.358 0.625 1.01
180 0.325 0.550 0.91
300 0.301 0.531 0.806
480 0.276 0.478 0.687
600 0.251 0.429 0.644
900 0.223 0.395 0.541
1200 0.201 0.374 0.543
Temperature: 30�C
Bisulfite: 0.095 g
Persulfate: 0.114 g

aM ¼ monomer concentration.

Copyright © 2003 by Taylor & Francis Group LLC



at 800K
Mþ Br2 �!1 2BrþM k1 ¼ 1:6L-mole�1sec�1

BrþH2 �!2 HBrþH k2 ¼ 1:2� 106 L-mole�1sec�1

Hþ Br2 �!3 HBrþ Br k3 ¼ 7:1� 1010 L-mole�1sec�1

HþHBr �!4 H2 þ Br k4 ¼ 8:5� 109 L-mole�1sec�1

Mþ Brþ Br �!5 Br2 þM k5 ¼ 109 L2-mole�2sec�1

a. For an equal-molar mixture of H2 and Br2 at 1 atm and 800K,
calculate the steady-state concentration of bromine atoms and
compare with the concentration of bromine molecules.

b. Estimate the concentration of hydrogen atoms and the contribu-
tion of HþH and Hþ Br to the termination step.

1.6 The enzymatic hydrolysis of n-benzoyl L-arginine ethyl ester
(BAEE) was carried out in a packed bed using trypsin bound to particles
of porous glass. The glass was 200–400 mesh with 355-Å pore diameter, and
the bed had a 0.9-cm diameter and was 2.2 cm high (see Table 1.13).

Assuming that the Michaelis–Menton equation applies, show that a

plot of
1

x
ln

1

1� x

� �
vs. 1=xðV=FÞ can be used to get the two constants in the

rate expression. Are the constants independent of S0?

Homogeneous Kinetics 39

TABLE 1.12 Data for Problem 1.4

P0, k � 103 sec�1

mmHg at 521�C

134 8.20
130 8.56
27.6 6.41
18.1 6.34
12.0 6.03
8.1 5.11
6.1 4.21
4.1 4.17
2.82 4.58
1.74 3.83
1.16 3.14
0.97 2.99
0.41 2.07

Copyright © 2003 by Taylor & Francis Group LLC



REFERENCES

1. BM Fabuss, JO Smith, RI Lait, AS Borsanyi, CN Satterfield. Ind Eng Chem

Proc Des Dev 1:293–299, 1962.

2. F Rodriguez. Principles of Polymer Systems. 4th ed. New York: McGraw-Hill,

1996, p161.

3. FA Lindemann. Trans Faraday Soc 17:598, 1922.

4. YB Zeldovich, PY Sadovnikov, DA Frank-Kamenetskii. Oxidation of

Nitrogen in Combustion. M. Shelef (trans.). Academics of Sciences of the

USSR. Moscow: Institute of Chemical Physics, 1947.

5. F Rodriguez. Polymer 23:1473, 1982.

6. L Michaelis, ML Menton. Biochem Z 48:333, 1913.

7. ML Shuler, F Kargi. Bioprocess Engineering. Englewood Cliffs, NJ: Prentice-

Hall, 1992.

8. KM Plowman. Enzyme Kinetics. New York: McGraw-Hill, 1972.

9. JH Seinfeld. Air Pollution: Physical and Chemical Fundamentals. New York:

McGraw-Hill, 1975.

10. GF Froment, KB Bischoff. Chemical Reactor Analyses and Design. 2nd ed.

New York: Wiley, 1990.

11. JF Walker, AF Chadwick. Ind Eng Chem 39:974, 1947.

12. J Fischer, LE Trevorrow, GJ Vogel, WA Shinn. Ind Eng Chem Proc Des Dev

1:47, 1962.

13. F Rodriguez, RD Givey. J Polymer Sci 55:713, 1961.

14. KA Holbrook, ARW Marsh. Trans Faraday Soc 63:643, 1967.

40 Chapter 1

TABLE 1.13 Rate Constants for Problem 1.6: Conversion in a Fixed
Bed for Various Substrate Concentrations

S0 ¼ 0:5 mM S0 ¼ 0:8 mM S0 ¼ 1:0 mM

x V=F , min �102 x V=F , min �102 x V=F , min �102

0.438 5.90 0.372 7.66 0.268 5.0
0.590 8.03 0.410 8.89 0.328 8.3
0.670 9.58 0.496 10.48 0.430 10.72
0.687 9.46 0.602 12.90 0.625 15.80
0.815 11.30 0.680 14.00 0.670 16.80
0.910 14.72 0.792 17.10 0.768 21.21
0.972 18.00 0.844 19.50 0.823 23.30

0.905 22.04 0.925 29.0
0.948 31.8
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2
Kinetic Models for Heterogeneous Reactions

When studying the kinetics of heterogeneous reactions or when designing a
large catalytic reactor, there are more factors to consider than when dealing
with homogeneous reactions. For a solid-catalyzed reaction, the rate
depends on the reactant concentrations at the catalyst surface, but these
are not the same as the bulk concentrations, because some driving force is
needed for mass transfer to the surface. If the catalyst is porous, as is usually
the case, there are further differences in the concentration between the fluid
at the external surface and the fluid in the catalyst pores. Models must be
developed to predict the surface concentrations as functions of the partial
pressures or concentration in the gas or liquid, and the rate expression can
then be written in terms of the fluid concentrations.

When the reaction is between a solid and a reactant in the gas or
liquid, one must consider not only the foregoing factors but also the
problem of changing particle size or shape as the solid is consumed. In
this chapter we deal mainly with reactions on a solid catalyst. The equations
are derived for gaseous reactants, but they apply to liquids as well when
partial pressures are replaced with concentrations.
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BASIC STEPS FOR SOLID-CATALYZED REACTIONS

There are five steps in the sequence of mass transfer and reaction over a
solid catalyst:

1. Diffusion of reactants to the external surface of the catalyst and
into the pores

2. Adsorption of one or both reactants on active sites
3. Reaction on the surface between adsorbed species or between

surface species and a reactant in the fluid phase
4. Desorption of the products
5. Diffusion of products out of the pores and into the external fluid

When the system is at steady state, all the steps in the sequence take place at
the same rate. However, the overall rate is often controlled by one step, and
knowing which step limits the rate is key to understanding the system and
developing a sound correlation of the kinetic data. If one step really con-
trols, it means that changing the rate constant or coefficient for that step
produces a proportional change in the overall rate and that changing the
rate constant for any other step has a very small or negligible effect.

EXTERNAL MASS TRANSFER CONTROL

Catalytic reactions that are controlled by the rate of mass transfer to the
external surface are relatively rare, since this requires an extremely active
catalyst or very high temperatures. One example is found in the manufacture
of nitric acid; a key step in this process is the oxidation of NH3 to NO on
fine platinum wires, and the reaction is controlled by the rate of mass
transfer of NH3 to the catalyst surface. Other examples are the catalytic
incineration of hydrocarbon vapors and the oxidation of CO in an auto-
mobile catalytic converter. These examples will be discussed in Chapter 10.
Here, a simple example is used to illustrate the significance of external mass
transfer control.

For the reaction Aþ B ! C, if there is excess B and mass transfer of
A is the controlling step, the external gradients might be as shown in Figure
2.1. In this example, if PA = 0.2 atm and PAs

¼ 0:004 atm, the driving force
for mass transfer is PA � PAs

¼ 0:196 atm. If the mass transfer coefficient is
doubled—say, by increasing the velocity—the rate of mass transfer of A and
the other rates would almost double. Assuming the surface reaction is first
order in A, PAs

would increase to about 0.008 atm, and the driving force for
mass transfer would decrease slightly to 0.192 atm Thus, the rate would
increase by a factor of 2� 0:192=0:196 ¼ 1:96. If, on the other hand, the
kinetic constant for the surface reaction was doubled, the overall rate would

42 Chapter 2
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be essentially unchanged, since PAs
would go to about 0.002 atm, and the

driving force for mass transfer would go from 0.196 atm to 0.198 atm, a
negligible change. No matter how active the catalyst is, the rate can’t exceed
the maximum possible rate of mass transfer to the catalyst surface.

If external mass transfer is the controlling step or is slow enough to
have some effect on the overall rate, steps 1 and 5 should be considered
together, since product diffuses outward through the same boundary layer
that forms the resistance to reactant diffusion. When the reactant concen-
tration at the surface is much lower than in the bulk gas, the product con-
centration at the surface will be much higher, and the effect of gas
composition on diffusivity may have to be accounted for. There may also
be a net flux of molecules to or away from the surface, which must be
considered when external mass transfer controls.

Diffusion of reactants into the pores is listed in step 1 as part of the
mass transfer process, but a rigorous treatment must consider simultaneous
pore diffusion and reaction rather than steps in sequence. This topic is
covered in detail in Chapter 4. In many cases, external mass transfer and
pore diffusion are rapid enough so that concentrations in the catalyst are
almost the same as those in the surrounding gas. The reaction rate is then
controlled by step 2, 3, or 4 or some combination of these steps.

MODELS FOR SURFACE REACTION

Before discussing the rate of adsorption as a possible controlling step, we
will consider various models for reaction on the surface when the surface is
at equilibrium with the gas phase. The concentrations of reactants and
products on the surface are given in terms of adsorption isotherms, where
the amount adsorbed is expressed as the fraction of surface (or sites)
covered, rather than in concentration units such as moles/m2.
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FIGURE 2.1 Gradients for mass transfer of A controlling.
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Langmuir Isotherm

The Langmuir isotherm is widely used for reactants that reversibly chemi-
sorb on the catalyst surface. The surface is assumed to be completely
uniform, with all sites having equal reactivity. Adsorption occurs when
molecules with sufficient energy strike vacant sites or uncovered parts of
the surface. The process is described as a reaction between a molecule from
the gas phase and an unoccupied site, s.

Aþ s ! As ð2:1Þ
The frequency of collisions is proportional to the partial pressure, and the
probability of adsorption is incorporated in the rate constant k1, which has
an exponential dependence on temperature. The concentration of vacant
sites is expressed as (1� �), where � is the fraction of occupied sites, and
the total site concentration is included in the rate constant k1. Molecules
already adsorbed are assumed to have no effect on the rate of adsorption for
nearby vacant sites:

rads;A ¼ k1APA 1� �ð Þ
k1A ¼ ae�Eads=RT

ð2:2Þ

The rate of desorption of A is proportional to the amount of A on the
surface, and the rate constant for desorption is also an exponential function
of temperature:

rdes;A ¼ k2A�A

k2A ¼ be�Edes=RT
ð2:3Þ

The difference between Eads and Edes is the heat of adsorption, as shown in
Figure 2.2.

If only A is adsorbed, then � ¼ �A, and at equilibrium the rates of
adsorption and desorption are equal:

44 Chapter 2

FIGURE 2.2 Chemisorption energy diagram.
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k1APA 1� �Að Þ ¼ k2A�A ð2:4Þ

�A ¼ k1APA

k2A þ k1APA

ð2:5Þ

The ratio of adsorption to desorption rate constants is an equilibrium
constant with the units of reciprocal pressure.

KA ¼ k1A
k2A

ð2:6Þ

Dividing both terms of Eq. (2.5) by k2A and introducing KA gives

�A ¼ KAPA

1þ KAPA

ð2:7Þ

Equation (2.7) is the Langmuir isotherm [1] for adsorption of a single
species, and it shows that the amount adsorbed is nearly proportional to the
pressure at low values of KAPA and nearly independent of pressure when
KAPA is much larger than 1.0. Large values of KAPA correspond to nearly
complete or monolayer coverage. The adsorption constant KA is a measure
of the strength of adsorption of A on that surface. When PA ¼ 1=KA, the
surface is half covered with adsorbed A.

If adsorption follows the Langmuir isotherm, an arithmetic plot of the
amount adsorbed versus the pressure will have the shape shown in Figure
2.3. The amount adsorbed per unit mass of solid can be expressed in volume,
mass, or mole units, but volume units such as cm3 STP/g are most common.
In Figure 2.3, Vm is the volume corresponding to a monolayer on the surface
or to all sites occupied. To test the fit of data to a Langmuir isotherm, a
rearranged form of the equation is used. From Eq. (2.7) and the definition of
Vm,
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FIGURE 2.3 Typical Langmuir isotherm.
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V ¼ Vm

KAPA

1þ KAPA

ð2:8Þ

1

V
¼ 1þ KAPA

VmKAPA

¼ 1

VmKA

1

PA

� �
þ 1

Vm

ð2:9Þ

Plotting 1/V against 1/PA should give a straight line with intercept 1/Vm and
slope 1/VmKA, as shown in Figure 2.4.

A great many studies of chemisorption have been published, and in
most cases the Langmuir isotherm does not give a very good fit to the data.
This may be due to interactions between adsorbed species or to hetero-
geneity of the surface, factors ignored in the derivation. Although other
correlations, including the Freundlich isotherm, � ¼ aPm, and the Temkin
isotherm, � ¼ RT ln(A0P), may give a better fit for single gas adsorption, the
Langmuir isotherm is more easily adapted for competitive adsorption, and it
often leads to a satisfactory equation for correlating kinetic data.

When two or more types of molecules can adsorb on the same type of
sites, they compete for places on the surface. For a binary mixture where
both A and B adsorb as molecules, the equations are

Aþ s ! As

Bþ s ! Bs

rads;A ¼ k1APA 1� �ð Þ ¼ k1APA 1� �A � �Bð Þ
rdes;A ¼ k2A�A

rads;B ¼ k1BPB 1� �ð Þ ¼ k1BPB 1� �A � �Bð Þ
rdes;B ¼ k2B�B

By equating the rates of adsorption and desorption for both gases, the
equilibrium coverages are obtained:
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FIGURE 2.4 Test of Langmuir isotherm.

Copyright © 2003 by Taylor & Francis Group LLC



�A ¼ KAPA

1þ KAPA þ KBPB

ð2:10Þ

�B ¼ KBPB

1þ KAPA þ KBPB

ð2:11Þ

Extending the derivation to multicomponent mixtures gives extra terms in
the denominator, such as KCPC for a reaction product, or KPPP for a trace
impurity or poison that is chemisorbed.

�A ¼ KAPA

1þ KAPA þ KBPB þ KCPC þ KPPP þ 
 
 
 ð2:12Þ

Dissociating Gases

Diatomic gases often dissociate when adsorbing on metal catalysts. Using
H2 as an example, an isotherm can be derived assuming that two adjacent
sites are needed for adsorption, and the probability for this varies with
(1� �)2:

H2 þ 2s ! 2Hs ð2:13Þ

rads ¼ k1PH2
1� �ð Þ2 ð2:14Þ

Desorption requires reaction of two adjacent atoms to form a mole-
cule that then desorbs. The atoms may move from site to site by surface
diffusion, and the rate of collisions is proportional to the square of the
surface concentration:

2Hs ! H2 þ 2s ð2:15Þ

rdes ¼ k2�
2 ð2:16Þ

To get the equilibrium coverage, the rates of adsorption and de-
sorption are set equal, and the square root of both sides is taken to
solve for �.

k1PH2
1� �ð Þ2 ¼ k2�

2 ð2:17Þ
�

1� � ¼
k1PH2

k2

� �0:5

¼ K0:5
H2

P0:5
H2

ð2:18Þ

� ¼ K0:5
H2

P0:5
H2

1þ K0:5
H2

P0:5
H2

ð2:19Þ

When H2 is present along with other gases that compete for the same
sites, the isotherms are similar to Eq. (2.10), with KH2

PH2

� �0:5
included:

Kinetic Models for Heterogeneous Reactions 47

Copyright © 2003 by Taylor & Francis Group LLC



�H ¼ KH2
PH2

� �0:5
1þ KH2

PH2

� �0:5þKAPA þ KBPB

ð2:20Þ

�A ¼ KAPA

1þ KHPHð Þ0:5þKAPA þ KBPB

ð2:21Þ

Langmuir–Hinshelwood Kinetics

The use of Langmuir isotherms to interpret kinetic data was proposed by
Hinshelwood [2] and discussed at length by Hougen and Watson [3]. Surface
reaction rates are assumed to depend on the fraction of sites covered by
different species. If the surface is at adsorption-desorption equilibrium, the
equations for �A, �B, �H , etc. are used in the rate expressions, and the surface
reaction is assumed to be the rate-controlling step. The more complex cases,
where adsorption equilibrium is not attained or where mass transfer has
some effect, are treated later.

Consider first a unimolecular decomposition reaction where the
products are not adsorbed or are very weakly adsorbed.

As ! Bþ Cþ s

r ¼ k�A ¼ kKAPA

1þ KAPA

ð2:22Þ

The reaction would appear first order to A at low pressures, fractional order
at intermediate pressures, and zero order at high pressure, where nearly all
the sites are covered with A. Note the similarity to Eq. (1.23) for an enzyme-
catalyzed reaction, where the reaction order changes from about 1 to nearly
0 as the substrate concentration is changed from low to high values.

For an irreversible bimolecular reaction between molecules that are
competitively adsorbed on the same type of sites, the reaction rate depends
on the probability that the molecules are on adjacent sites. This probability
is approximately proportional to the product of the fractional coverages:

As þ Bs ! Cs þDs

r ¼ k�A�B
ð2:23Þ

Equation (2.23) can also be obtained by considering surface migration
of adsorbed species. The reaction rate then depends on the rate of collisions,
which is proportional to the product of the surface concentrations. Adding
the Langmuir isotherms to Eq. (2.23) gives

r ¼ kKAPAKBPB

1þ KAPA þ KBPB þ KCPC þ KDPDð Þ2 ð2:24Þ

48 Chapter 2

Copyright © 2003 by Taylor & Francis Group LLC



If the reaction follows this model, the rate is proportional to PA (or
PB) at low partial pressure, when only a small fraction of the sites are
occupied, and the KAPA term in the denominator is negligible. As PA

increases, the rate becomes less dependent on PA, as shown in Figure 2.5,
and the reaction order becomes zero at medium values of KAPA, where the
reaction rate goes through a maximum. At very high pressures, the rate
decreases as PA increases. The negative reaction order is caused by compe-
titive adsorption of reactants, with a high surface concentration of A leaving
little room for adsorption of B. The possibility of negative-order behavior is
a major feature of Langmuir–Hinshelwood models for surface reactions.

Note that there are five constants to be determined in Eq. (2.24) if
there is significant adsorption of both products as well as reactants. It would
be very difficult to determine these constants from tests in an integral reac-
tor, since PC and PD would be increasing with conversion as PA and PB were
decreasing. Tests should be carried out in a differential reactor where the
inlet concentration can be varied independently and there is little change
across the reactor. Products can be added to the feed mixture to test for
product inhibition. There is no definite limit on the permissible conversion
in a differential reactor, but 5–20% would be reasonable. Very low conver-
sion makes it difficult to get an accurate value for the reaction rate, and with
high conversion there is some error using the arithmetic average pressure in
the rate equation. For conversions greater than 30%, the data should be
analyzed using integrated rate equations.
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FIGURE 2.5 Reaction rate for Langmuir–Hinshelwood kinetics with competitive
adsorption, KA = 1 atm�1.
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Noncompetitive Adsorption

If a catalyst has two different types of sites, a reaction might take place
between reactant A adsorbed on one type of site and reactant B adsorbed on
an adjacent but different type of site. The reaction rate would then depend
on the fractional coverage of each type of site. In the simple case where only
A adsorbs on type 1 sites and only B on type 2 sites, the rate expression is
given in Eq. (2.25). The primed variables refer to type 2 sites.

Aþ s1 ! As1

Bþ s2 ! Bs2

As1
þ Bs2

! C

r ¼ k�A�
0
B ¼ kKAPA

1þ KAPAð Þ
K 0

BPB

1þ K 0
BPB

� �
ð2:25Þ

If the product is adsorbed on either type of site, term KCPC or K 0
CPC could

be added to the denominator terms.
The main difference between Eq. (2.25) and Eq. (2.24) is that with non-

competitive adsorption, the rate becomes independent of PA and PB at high
partial pressures, whereas the rate eventually decreases with PA or PB if A
and B are competitively adsorbed.

If experimental data show a definite maximum in the plot of rate
versus pressure, competitive adsorption is the likely cause, and Eq. (2.24)
or a similar equation is needed to fit the results. However, the absence of a
rate maximum does not eliminate the competitive adsorption mechanism,
since the experiments may not have been conducted over a range of pres-
sures wide enough to show a maximum.

Eley-Rideal Mechanism

Another model to consider is the reaction of adsorbed molecules of A with
energetic molecules of B from the gas phase. The reaction rate is assumed
proportional to the fraction of the surface covered by A and the collision
frequency for B, which is proportional to the partial pressure of B:

As þ B ! Cs ! Cþ s

r ¼ k�APB ¼ kPAKAPB

1þ PAKA þ PCKC

ð2:26Þ

This model was proposed by Rideal and Eley [4,5] as an alternative to
the Langmuir–Hinshelwood models. It predicts that the reaction is first
order in B, the reactant from the gas phase, and varying order to A, as
shown in Figure 2.6. However, the same type of behavior might be found for
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a Langmuir–Hinshelwood reaction between adsorbed reactants. Going back
to Eq. (2.24), if B and D are very weakly adsorbed and A and C are
moderately adsorbed, the rate equation becomes

r ffi kKAPAKBPB

1þ KAPA þ KCPCð Þ2 ð2:27Þ

If the values of PA are not large enough to make the rate go through a
maximum, the kinetic data could probably be fitted with either Eq. (2.27) or
Eq. (2.26). Additional special tests, such as chemisorption measurements for
the pure gases or tests of the transient response to feed changes, would be
needed to discriminate between these mechanisms. Langmuir–Hinshelwood
models have been more widely used for correlating kinetics data than the
Eley–Rideal model, but a good fit to any model should not be taken as proof
of the proposed mechanism [6].

Complex Reactions

Surface reactions often take place in several steps, but one step may control
the rate, and a Langmuir–Hinshelwood model may still be appropriate.
Consider a two-step surface reaction involving a nonvolatile intermediate,
C, that reacts irreversibly with B on the surface to form the product D:

Aþ 2B �! D overall reaction

As þ Bs �!
1

Cs slow step

Cs þ Bs �!
2

Ds fast

If the first step controls the rate, there is little C on the surface, since it reacts
almost immediately with B to form D. The kinetics of step 2 are therefore
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FIGURE 2.6 Reaction rates for Eley–Rideal kinetics.
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unimportant, and the overall rate equation is the same as for a single-step
bimolecular reaction:

r ¼ k�A�B ¼ kKAPAKBPB

1þ KAPA þ KBPB þ KDPDð Þ2 ð2:28Þ

If the first step is at equilibrium and step 2 controls, the fraction
covered by C becomes important:

As þ BsÐ
1

�1
Cs at equilibrium

Cs þ Bs �!
2

Ds slow step

Ds Ð Dgas at equilibrium

At pseudo steady-state,

k1�A�B ffi k�1�C

�C ¼ k1
k�1

� �
�A�B

Equilibrium coverage is assumed for A and B:

r ¼ k2�C�B ¼ k1k2
k�1

� �
�A�

2
B

r ¼ kKAPA KBPBð Þ2
1þ KAPA þ KBPB þ KDPDð Þ3

ð2:29Þ

Although Eqs. (2.28) and (2.29) have different exponents, they both
predict that the rate would eventually go through a maximum with increas-
ing values of PA or PB. Data over a moderate range of pressures might be
fitted with either equation.

If one of the reactants is H2 or another gas that may dissociate on
adsorption, a great many models can be formulated based on the reaction of
H2, H, or 2H in the individual steps. Typical data for hydrogenation of
olefins or aromatics can often be fitted quite well by several different models.
When data are available from a differential reactor, the models can be tested
using reciprocal plots similar to those used for Langmuir isotherms.

Example 2.1

The kinetics of benzene hydrogenation to cyclohexane over a Ni=SiO2

catalyst were studied using a small fixed-bed reactor [7]. The bed had
0.87 g of 0.22-mm catalyst particles diluted with 19.2 g of glass beads.
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Data for a bed temperature of 67.68C are given in Table 2.1. What reaction
models give good fit to these data?

Solution. The data show that a 2.85-fold increase in PH2
increases the

rate only 18%, and a four-fold increase in PB increases the rate about 40%.
This suggests that both benzene and hydrogen are strongly adsorbed on the
catalyst and cover a large fraction of the available sites. Several models can
be formulated based on reaction of adsorbed benzene with one or two
hydrogen atoms as the slow step and with either competitive adsorption
or adsorption on two types of sites.

For competitive adsorption of benzene and hydrogen, simultaneous
reaction of two hydrogen atoms with adsorbed benzene is assumed the slow
step:

Bþ s $ Bs

H2 þ 2s $ 2Hs

Bs þ 2Hs ! BH2s
slow step

BH2s
þ 2Hs ! BH4s

fast

BH4s
þ 2Hs ! Cs fast

Cs $ Cþ s ðweak adsorption of C assumedÞ

r ¼ k�B�
2
H ¼

kKBPB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KHs

PH2

p� �2
1þ KBPB þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KHs
PH2

p� �3
Y ¼ PBPH2

r

� �1=3

¼ 1þ KBPB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KHs

PH2

p
kKBKH2

� �1=3
A plot of Y vs. PB for PH2

¼ 2110, Figure 2.7(a) gives a straight line with a
positive slope and intercept:
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TABLE 2.1 Data for Example 2.1

PH2, torr PB , torr FB , mol/hr XB , % 103r mol/hr, g

1050 70 0.1034 3.2 3.81
2105 70 0.0498 7.47 4.27
2988 70 0.0337 11.6 4.50
2110 185 0.1038 4.53 5.40
2110 286 0.01563 3.41 6.12
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slope ¼ K2=3
B

k1=3K1=3
H2

¼ 0:635

intercept ¼ 1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KH2

PH2

p
kKBKH2

� �1=3 ¼ 287

A similar plot of Y vs. P1=2
H2

for PB ¼ 70, Figure 2.7(b), gives
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FIGURE 2.7 Test of Model I for benzene hydrogenation: (a) Variable benzene
pressure. (b) Variable hydrogen pressure.

Copyright © 2003 by Taylor & Francis Group LLC



slope ¼ KH2

k1=3K1=3
B

¼ 4:12

intercept ¼ 1þ KBPB

kKBKH2

� �1=3 ¼ 135

Solving for the three parameters gives

KH2
¼ 0:00243 torr�1

KB ¼ 0:0076 torr�1

k ¼ 0:0861

The final equation for T ¼ 67:68C is

r ¼ ð1:59� 10�6ÞPBPH2

1þ 0:0075PB þ 0:0493PH2

1=2
� �3

The equation predicts the rate with an average error of 3%.
If the hydrogen and benzene are adsorbed on different types of sites

and adsorption is noncompetitive, the rate expression is

r ¼ k�B�
2
H ¼ kKBKH2

PBPH2

1þ KBPBð Þ 1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KH2

KH2

p� �2
This equation also gives good fit to the data.
With KB ¼ 0:020, KH2 ¼ 0:016, and k ¼ 0:01, the average error in the

predicted rate is 2%.
Assuming the slow step is the reaction of a single hydrogen with

benzene fits the data with about 2% average error,

r ¼ k�B�H ¼ ð3:37� 10�6ÞPBP
1=2
H2

1þ 0:0069PB þ 0:0082
ffiffiffiffiffiffiffiffi
PH2

p� �2
If the reactants are on different types of sites, the rate equation is

r ¼ k�B�H ¼ ð1:02� 10�5ÞPBPH2

1=2

1þ 0:020PBð Þ 1þ 0:0051
ffiffiffiffiffiffiffiffi
PH2

p� �
All four models give a good fit to the data, though with quite different

values for the adsorption constants and rate constant. An Eley–Rideal
model involving hydrogen from the gas phase gives a poor fit because it
predicts first-order behavior for hydrogen.
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The data at 77.58C and 90.58C lead to similar rate expressions, which
can predict the results to within 2 or 3%. The models based on competitive
adsorption might be preferred because the values of KB and KH2

decrease
with increasing temperature, as expected, whereas the values of KB are
nearly constant for the noncompetitive adsorption models. Kinetic tests
over a wider range of partial pressures and temperatures plus supplemental
adsorption measurements would be needed to determine the best model.

Reversible Reactions

When a reaction is reversible, the overall rate expression must be thermo-
dynamically consistent. For a reversible bimolecular reaction where all
species are competitively adsorbed, the net rate of reactant consumption,
r, is

Aþ B Ð1
2

CþD

r ¼ k1�A�B � k2�C�D

r ¼ k1KAPAKBPB � k2KCPCKDPD

1þ KAPA þ KBPB þ KCPC þ KDPDð Þ2

ð2:30Þ

The number of terms in the denominator and the power to which it is raised
do not affect the equilibrium conversion.

At equilibrium, r ¼ 0, so

k1KAPAKBPB ¼ k2KCPCKDPD or
PCPD

PAPB

¼ k1KAKB

k2KCKD

¼ Keq

ð2:31Þ
When a reversible reaction has a change in the number of moles, the

rate expression may have to be adjusted to satisfy the thermodynamic
requirement. For example, consider a bimolecular reaction with one
product:

Aþ B Ð1
2

C

The rate of the forward step might be proportional to �A�B, but if the reverse
step includes only the term k2�C, it leads to an incorrect equation:

r ¼ k1�A�B � k2�C

r ¼ k1KAPAKBPB

1þ KAPA þ KBPB þ KCPCð Þ2 �
k2KCPC

1þ KAPA þ KBPB þ KCPC

ð2:32Þ
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Equation (2.32) does not satisfy the equilibrium requirement
because of the different exponents in the denominator terms. A consistent
equation is obtained if the reverse reaction is assumed to require a vacant
site.

As þ Bs Ð
1

2
Cs þ s

The concentration of vacant sites is proportional to 1� �, which is found
from the equations for �A, �B, etc.:

1� � ¼ 1

1þ KAPA þ KBPB þ KCPC

ð2:33Þ

The reverse reaction rate and overall rate are

r2 ¼ k2�C 1� �ð Þ

r ¼ k1KAPAKBPB

1þ KAPA þ KBPB þ KCPCð Þ2
ð2:34Þ

The overall rate equation now has the same denominator for both
forward and reverse terms, and the equilibrium requirement is met.
Often the kinetics for the forward reaction are established by extensive
tests, but there is not much data for the reverse reaction. The overall
kinetic equation is then adjusted to give zero rate at the equilibrium
conversion.

In some kinetic studies, adsorption of reactants or products is so
strong that the rate appears inversely proportional to partial pressure rather
than having the Langmuir isotherm form. Data for a commercial SO2

oxidation catalyst were correlated with this equation [8]:

r ¼ k
PSO2

PSO3

� �1=2

PO2
� PSO3

KPSO2

� �2
 !

ð2:35Þ

It is apparent that SO3 inhibits the forward reaction, but the rate certainly
does not become infinite at PSO3

¼ 0. An equation with a denominator term
of 1þ KSO3

PSO3

� �
would avoid this problem. Equation (2.35) is thermo-

dynamically consistent, since the rate goes to zero when

PO2
¼ PSO3

KeqPSO2

� �2

or
PSO3

PSO2
P1=2
O2

¼ Keq ð2:36Þ
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RATE OF ADSORPTION CONTROLLING

If adsorption of reactant A is the rate-limiting step of a bimolecular reac-
tion, molecules of A will react almost immediately after being adsorbed, and
there will be hardly any A on the surface. The other reactant, B, and the
product, C, may be at equilibrium coverage. The reaction rate is then pro-
portional to the partial pressure of A and the fraction of vacant sites:

Aþ s �!1 As slow

As þ Bs �!
2

Cs ! Cg fast

r ¼ k1PA 1� �ð Þ ¼ k1PA

1þ KBPB þ KCPC

ð2:37Þ

The term KAPA is not included in Eq. (2.37) because A is not at adsorption–
desorption equilibrium. Equation (2.37) shows that the reaction is first order
to A and is inhibited by B and C. However, if the surface reaction between
strongly adsorbed B and weakly adsorbed A is the controlling step, with all
the species at equilibrium, the reaction might also appear first order to A
and negative order to B, as shown by Eq. (2.24). Tests over a wider range of
partial pressures of both reactants would be needed to discriminate between
these models.

ALLOWING FOR TWO SLOW STEPS

When there are several steps in a reaction sequence, the overall rate may be
influenced by two or more slow steps, and there may be no single controlling
step. Consider the case where the rate of adsorption is not fast enough to
keep �A at the equilibrium value and the surface reaction is not fast enough
to make �A nearly 0. Assume a reaction between an adsorbed molecule of A
and a molecule of B from the gas phase. (To simplify this example, only A is
adsorbed.)

Aþ s $ As

As þ B �!3 Cs

Cs �!
4

Cþ s fast

rads ¼ k1PA 1� �Að Þ
rdes ¼ k2�A

r ¼ k3�APB

At steady state, the rate of adsorption is equal to the rate of desorption plus
the rate of reaction:
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k1PA 1� �Að Þ ¼ k2�A þ k3PB�A

k1PA ¼ �A k2 þ k3PB þ k1PAð Þ

Dividing all terms by k2 and letting KA ¼ k1=k2, as usual, gives

�A ¼ KAPA

1þ KAPA þ k3
k2

� �
PB

ð2:38Þ

The reaction rate is

r ¼ k3KAPAPB

1þ KAPA þ k3
k2

� �
PB

ð2:39Þ

The reaction would appear fractional order to A and to B, though
only A was assumed to adsorb. The coefficient for PB in the denominator
is not an adsorption constant but is the ratio of the rate constant for the
reaction to the desorption constant for A. The relative importance of the
adsorption and reaction steps changes with PA and with PB. If PB is very
low so that the denominator term is essentially (1þ KAPA), the surface
coverage for A is almost the equilibrium value, and the overall rate is
controlled by the reaction step. When PB is very large, there is little A
on the surface, and the rate of adsorption of A is the controlling step. For
a wider range of intermediate pressures, both the rate of adsorption and
the rate of reaction affect the overall rate. Figure 2.8 shows how �A and r
change with reaction conditions. For a relatively slow reaction, Case I, the
desorption rate is faster than the reaction rate for a given �A, and the
steady-state value of �A is only slightly less than �A,eq. The surface reac-
tion is the controlling step, and there is little error in assuming �A =�A,eq.
When the surface reaction is 10 times faster than the rate of desorption, as
shown by the steep reaction line for Case II, �A is much less than �A,eq,
and both the rate of adsorption and the rate of the surface reaction affect
the overall rate. If the surface reaction had been made 100 times faster
than for Case I, �A would be about 0.07, and the rate of adsorption of A
would be the controlling step.

When reaction occurs between molecules of A and B adsorbed on the
same type of site, and when one or both reactants are not at adsorption–
desorption equilibrium with the gas phase, the kinetic data may show some
unusual effects. The following treatment is for a bimolecular surface
reaction with weak adsorption of the product:

Kinetic Models for Heterogeneous Reactions 59

Copyright © 2003 by Taylor & Francis Group LLC



Aþ s Ð1
2

As

Bþ s Ð3
4

Bs

As þ Bs �!
5

Cs �!
fast

Cg

For both reactants, the surface reaction rate is the difference between the
rate of adsorption and the rate of desorption:

r ¼ k1PA 1� �A � �Bð Þ � k2�A ð2:40Þ

r ¼ k3PB 1� �A � �Bð Þ � k4�B ð2:41Þ

r ¼ k5�A�B ð2:42Þ
Equations (2.40)–(2.42) were solved for some arbitrary cases assuming

equilibrium adsorption for B and nonequilibrium adsorption for A[9].
Figure 2.9 shows how �A is decreased considerably by decreasing PA, though
�A,eq for all the pressures shown would be greater than 0.9. Since the surface
reaction is a maximum at �A ¼ 0:5, a decrease in PA increases the reaction
rate when �A > 0:50. However, because �A is determined by the intersection
of the adsorption line and the steeply curved line for reaction plus de-
sorption, the effect of changing PA is greater than for equilibrium coverage.

60 Chapter 2

FIGURE 2.8 Graphical solution for �A with nonequilibrium adsorption of A for As þ
B ! C:
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Figure 2.10 shows the reaction rates for equilibrium and nonequilibrium
adsorption. At high values of PA, the apparent reaction order can be in
the range �2 to �3, whereas a limiting order of �1 would be obtained
for equilibrium adsorption of both reactants.

DESORPTION CONTROL

If the reaction of A and B on the surface produces a product C that is very
strongly chemisorbed, the overall rate may be limited by the rate of product
desorption:

As þ Bs �!
1

Cs þ s fast ð2:43Þ
Cs �!

2
Cþ s slow ð2:44Þ

The simplest case of desorption control is when the chemical reaction
is very fast and irreversible. The reaction is rapid when the catalyst is first
exposed to the reactants, but the rate decreases as C accumulates on the
surface. A steady state is reached when the surface is nearly completely
covered with C, and the slow rate of desorption of C is matched by the
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FIGURE 2.9 Graphical solution for �A and reaction rate for As þ Bs ! C. (From
Ref. 9 with the permission of Academic Press, NY.)
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reaction of A and B on the small fraction of remaining sites. The reaction
rate increases with temperature but does not depend on the partial pressures
of reactants or products:

r ¼ k2�C ffi k2 ¼ k0e
�Edes=RT ð2:45Þ

There are not many examples of desorption control in the literature.
The dehydrogenation of sec-butyl alcohol to methyl ethyl ketone on brass
catalyst was said to be controlled by the desorption of hydrogen for tem-
peratures over 6008F [10], since the reaction rate was independent of total
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FIGURE 2.10 Comparison of reaction rate with rate based on equilibrium adsorp-
tion. (From Ref. 9 with the permission of Academic Press, NY.)
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pressure. At lower pressures, the rate went through a maximum with
increasing pressure, suggesting a dual-site mechanism with surface reaction
as the controlling step. Some of these results are shown in Figure 2.11.

If the surface reaction is reversible and desorption of product controls,
the overall rate still depends on the fraction of surface covered by the
product, but this may be much less than unity. If the surface reaction is
at equilibrium and reactants A and B are also at adsorption–desorption
equilibrium but product C is not, the value of �C is obtained from modified
equations for �A and �B:

�A ¼ KAPA 1� �Cð Þ
1þ KAPA þ KBPB

ð2:46Þ

�B ¼ KBPB 1� �Cð Þ
1þ KAPA þ KBPB

ð2:47Þ

Since C is not at equilibrium on the surface because of slow desorption, A
and B compete for sites on (1� �C) fraction of the surface. The surface
reaction is assumed to be reversible, with a vacant site needed for the back-
ward step:

As þ Bs Ð
1

2
Cs þ s

k1�A�B ¼ k2�C�V

ð2:48Þ
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FIGURE 2.11 Reaction rate for dehydrogenation of sec-butyl alcohol. (From Ref.
10.)
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�C ¼ K�A�B
�V

ð2:49Þ

where K ¼ k1=k2. The fraction of vacant sites is

�V ¼ 1� �C
1þ KAPA þ KBPB

ð2:50Þ

Combining Eqs. (2.46), (2.47), and (2.50) gives

�C ¼ KKAPAKBPB

1þ KAPA þ KBPB þ KKAPAKBPB

ð2:51Þ

When K is large, �C is near 1.0; but when K is less than 1.0, �C is small and
increases with increasing value of PA and PB. With a small equilibrium
constant (K), increasing K also increases �C and the overall rate, even
though the desorption of C is the rate-limiting step. However, increasing
the catalyst activity to give higher values for both k1 and k2 would have no
effect on �C or the overall rate, so the rate of the surface reaction rate is not
limiting.

CHANGES IN CATALYST STRUCTURE

In the kinetic models discussed so far, the catalyst surface was assumed to be
uniform and to have constant activity. In practice, catalysts often show a
decline in activity with time, because of poisoning or fouling; these changes
are discussed later. Catalysts may also change activity because of reactions
that alter the chemical composition of the surface. One example of this is the
supported silver catalyst used for the partial oxidation of ethylene. Kinetic
data suggest that the active catalyst is a partial layer of silver oxide and not
metallic silver. But a modified form of the Langmuir–Hinshelwood model
can still be used to correlate the data, as shown in the following example.

Example 2.2

The formation of ethylene oxide by partial oxidation of ethylene over a Ag/
Al2O3 catalyst was studied by Klugherz and Harriott using a differential
reactor [11]. Helium was used as the carrier gas to minimize temperature
gradients in the bed. The product gases strongly inhibit the reaction, and the
rate data were corrected to the same product partial pressure, Pp ¼ 0:01
atm, in order to focus on the effects of ethylene and oxygen concentrations.
Because of drifting catalyst activity, the reaction rates were compared with
the rate at ‘‘standard conditions,’’ which were 2208C, 1.32 atm, 20% C2H4,
20% O2, and 60% He. Some of the data are shown in Figure 2.12, where
R0

C2H4O
is the relative rate of ethylene oxide formation.
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FIGURE 2.12 Effect of gas composition on the relative rate of C2H4O formation at
2208C: (a) changing ethylene pressures; (b) changing oxygen pressure. (From
Ref. 11.) Reproduced with permission of the American Institute of Chemical
Engineers. Copyright 1971 AIChE. All rights reserved.
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a. Can the data in Figure 2.12 be correlated with a standard
Langmuir–Hinshelwood or Eley–Rideal model for reaction on
the silver catalyst?

b. Since oxygen chemisorbs reversibly on silver, test an alternate
model based on a silver oxide layer as the catalyst.

Solution:

a. The simplest rate equation for a surface reaction between
adsorbed ethylene and adsorbed molecular oxygen is

rEO ¼ k1�O�E ¼ kPEPO

1þ KEPE þ KOPO þ KPPPð Þ2 ð2:52Þ

Here O stands for O2, and KE and KO are included in the rate
constant k. Rearrangement of Eq. (2.52) yields

PEPO

rEO

� �1=2

¼ 1þ KEPE þ KOPO þ KPPPffiffiffi
k

p ð2:53Þ

Plots of (PEPO/rEO)
1/2 versus PE are shown in Figure 2.13(a).

For each value of PO, a straight line is obtained, but the lines
are not parallel, as they should be if Eq. (2.53) holds. The plots
of (PEPO/rEO)

1/2 versus PO are curved, and some have negative
slopes, which is additional evidence that the model is incorrect.

If the controlling step is the reaction of adsorbed ethylene with
an oxygen atom, the rate equation would be

rEO ¼ kPEP
1=2
O

1þ KEPE þ KOPOð Þ1=2þKPPP

� �2 ð2:54Þ

Plots of ðPEPO
1=2=rEOÞ1=2 versus PE or PO

1/2 (not shown) give
poor fits to the data, which is not surprising, since Eq. (2.54)
shows a maximum order of 0.5 for oxygen, whereas Figure
2.12(b) shows orders of about 1.0 at low oxygen pressures.

The data for rCO2
, the rate of complete oxidation, are similar

to those for rEO, with maxima in the plots against PE and frac-
tional-order behavior to O2, and none of the simple models fit
the data.

b. If the reactions take place on a silver oxide layer, the fraction of
surface covered with oxide, � 0s , can be related to the oxygen
pressure. Oxygen is assumed to require two sites for dissociative
adsorption:
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FIGURE 2.13 Test of Eq. (2.53) for ethylene oxide formation. (From Ref. 11.)
Reproduced with permission of the American Institute of Chemical Engineer.
Copyright 1971 AIChE. All rights reserved.
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O2 þ 2s Ð1
2

2Os

k1PO 1� �0s
� �2¼ k2�

02
s

�0s ¼
KSPOð Þ0:5

1þ KSPOð Þ0:5
where

Ks ¼
k1
k2

The equation for � 0s is now added to Eq. (2.52) or Eq. (2.54) to
allow for the change in the number of active sites with oxygen
pressure. If the formation of ethylene oxide involves an atom of
oxygen, Eq. (2.54) is modified to

rEO ¼ kPEP
1=2
O

1þ KEPE þ KOPOð Þ1=2þKPPP

� �2 KSPOð Þ1=2
1þ KSPOð Þ1=2

 !2

ð2:55Þ
Rearranging Eq. (2.55) for a test plot gives

PEP
3=2
O

rEO

 !1=2

¼ 1ffiffiffi
k

p þ KEPEffiffiffi
k

p þ KOPOð Þ1=2ffiffiffi
k

p þ KPPPffiffiffi
k

p
 !

1þ KSPOð Þ1=2� �
ð2:56Þ

A plot of (PEPO
3/2/rEO)

1/2 versus PE at constant PO is shown in
Figure 2.14. The lines are straight, with slope and intercept
increasing with PO, as expected. The final rate equation for
2208C and PP ¼ 0:01 atm is

rEO ¼ PEP
3=2
O

0:013þ 0:236PE þ 0:121
ffiffiffiffiffiffiffi
PO

p� �2
1þ 0:661

ffiffiffiffiffiffiffi
PO

p� �2
ð2:57Þ

Equation (2.57) fits the data with an average error of 5%. The
model based on molecular oxygen gives an equation with an
average error of 10%. However, the difference in fit is not
great, and the exact mechanism of ethylene oxide formation is
still uncertain.
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Another example of catalysts that undergo structural changes during
reaction are catalysts that act by a redox mechanism, such as vanadium
pentoxide used for partial oxidations. As shown by Mars and Van
Krevelen [12], the catalyst provides the oxygen needed for the reactions,
and it becomes reduced to a lower-valence oxide in the process:

Aþ nCat—Ox �!1 Bþ nCat—Red

The catalyst is continuously regenerated by oxygen from the gas phase,
completing the two-step process:

nCat—Red þO2 �!
2

nCat—Ox

If the rate of the first reaction is proportional to �, the fraction in the
fully oxidized state, and the second to (1� �), and if the reactions are first
order to A and to O2, then the equation for the steady-state performance is
obtained as follows:
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FIGURE 2.14 Test of Eq. (2.56) for ethylene oxide formation (From Ref. 11.)
Reproduced with permission of the American Institute of Chemical Engineers.
Copyright 1971 AIChE. All rights reserved.
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r1 ¼ k1PA�

r2 ¼ k2PO2
1� �ð Þ

r1 ¼ nr2

k1PA� ¼ nk2PO2
� nk2PO2

�

� ¼ nk2PO2

k1PA þ nk2PO2

r ¼ nk1k2PAPO2

k1PA þ nk2PO2

ð2:58Þ

At low values of PA (when k1PA<<nk2PO2
), the overall reaction appears

first order to A and independent of PO2
, and nearly all of the catalyst is in

the fully oxidized state. At high values of PA, the overall reaction is first
order to oxygen and nearly zero order to A, and then most of the catalyst is
in the reduced state. The change in reaction order with concentration is
somewhat similar to that for Langmuir–Hinshelwood kinetics, but the
redox mechanism does not give first order to both reactants at low coverage
and does not have the possibility of negative orders.

When a reaction takes place by a redox mechanism, other reactions
may take place at the same time by Langmuir–Hinshelwood or Eley–Rideal
mechanisms or by homogeneous reactions. These other reactions could be
eliminated or minimized by using two reactors, one fed with air or oxygen
and the other fed with reactant A. The catalyst would be circulated between
the two units using moving-bed or fluidized-bed technology.

CATALYST DECAY

Most solid catalysts lose activity under operating conditions, and the
decrease should be allowed for in reactor design. If the decline in activity
is very slow, the catalyst may be used for several years before being replaced.
The initial charge is made large enough to compensate for catalyst decay, or
the reaction conditions are gradually adjusted to keep the conversion nearly
constant. When rapid fouling occurs, as in the catalytic cracking of petro-
leum fractions, much of the activity is lost in a few seconds, and continuous
regeneration of the catalyst is necessary. When the catalyst retains appreci-
able activity for several days or weeks, intermittent regeneration can be
used; or if the bed has a gradient in activity, the least active portion can
be replaced at intervals with fresh catalyst.

The three most common types of processes that cause a loss in cata-
lytic activity are poisoning, sintering, and fouling. Poisoning refers to cover-
age of active sites by trace materials in the feed. A great many types of
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catalyst poisons have been reported [13], including organic compounds con-
taining sulfur or nitrogen, heavy metals, and even simple molecules such as
carbon monoxide, oxygen, and water. In some cases, the poisons are rever-
sibly absorbed and can be removed by treatment with a clean gas, but often
the poisoning is essentially irreversible.

When a poison is reversibly adsorbed and Langmuir–Hinshelwood
kinetics apply, the rate equation can be modified by adding a term KPPP

to the denominator:

As þ Bs ! Cs

r ¼ kKAPAKBPB

1þ KAPA þ KBPB þ KPPPð Þ2
ð2:59Þ

Strong poisoning can change the apparent kinetics of the reaction. If the
term KPPP in Eq. (2.59) is very large, the reaction could appear first order to
A and to B even though fractional or zero orders might be observed in the
absence of poison.

Poisoning can affect the selectivity as well as the rate of conversion,
and mild poisoning may be beneficial. The oxidation of ethylene is carried
out using silver catalysts that are deliberately poisoned with chlorine com-
pounds, and the selectivity is improved, because the total oxidation reaction
is suppressed more than the rate of ethylene oxide formation [14]. The
presence of sulfur compounds changes the selectivity for competitive hydro-
genation, such as the hydrogenation of acetylenes or diolefins in the olefins
[15].

A poison that is strongly and irreversibly adsorbed will tend to be
localized in the first portion of the catalyst bed at the start of operations
and gradually spread through the bed with time. After a while, the bed
might have a zone of inactive or dead catalyst near the entrance, a zone
of partially deactivated catalyst (similar to the mass transfer zone in an
adsorber), and a zone of active catalyst. To further complicate matters,
the poison may deposit near the outside of the catalyst pellets and perhaps
plug some of the pore mouths. Diffusion and reaction on a partially poi-
soned pellet is discussed in Chapter 4. Sometimes an extra bed of a special
catalyst might be placed upstream of the reactor to act as a guard bed. This
catalyst would be chosen to have a high capacity and a high rate of adsorp-
tion of the poison.

Sintering is the coalescence or growth of catalyst particles on a support
or the fusion of grains of the support itself. The catalyst activity is thereby
decreased because larger particles have less surface area per unit mass.
When the catalyst has very small metal crystallites (d < 10 nm) on a sup-
port, the crystallites diffuse randomly on the surface of the support and
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coalesce when they collide. For larger particles, the surface diffusion is too
slow to be significant, and large particles grow at the expense of smaller ones
by diffusion of atoms along the surface or by diffusion of gaseous species.
The process is similar to the ripening of crystals in a suspension.

Sintering of supported metal catalysts can occur at temperatures of
one-third to one-half the melting point [16]. The reduction in surface area is
often quite rapid at first and then much slower. The loss in area is sometimes
fitted to an empirical equation, where n is like a reaction order:

� dS

dt
¼ KSn ð2:60Þ

Tests show values of n from 6 to 15, depending on the type of metal, type of
support, and method of catalyst preparation. A theory based on diffusion of
tiny crystallites gives n ¼ 8 [17]. Sintering can sometimes be retarded by
catalyst promoters, but the mechanism of promotion is not clear.

Fouling is the formation of a layer of inert material on part of the
catalyst surface. Usually, fouling refers to the deposition of amorphous
carbon, which is formed by cracking of hydrocarbons in the feed or product
or by polymerization of olefinic or acetylenic compounds adsorbed on the
surface. The term coking is often used for fouling by carbon deposition,
though the deposits are quite different from coke made from coal or
heavy oils. The carbon deposits on catalysts can be characterized as
(CHx)n, where x is usually 0.2–1.0. The deposits are very reactive to O2,
H2, or CO2, and the amorphous carbon has a greater free energy than
graphite, judging from the equilibrium conversion in gasification reactions
[18].

In a fixed-bed reactor, if coke is formed primarily from the reactants,
there will be a gradient in catalyst activity, with the highest coke content and
the lowest activity in the first part of the bed. If a reaction product is the
main coke precursor, the coke level will be highest and the activity low
toward the end of the bed. Additional complexity arises if the coke-deposi-
tion reaction is diffusion limited, which leads to a gradient of coke content
within the catalyst pellet. Many theoretical studies have been made showing
the shape of profiles of coke content and catalytic activity in catalyst beds
subject to fouling, but there are few comparisons of theory and experiment
and no way to predict the fouling rate for a new system.

In an early study of coke deposition for natural and synthetic cracking
catalyst, the data were correlated with the empirical equation [19]

CC ¼ Atn ð2:61Þ
where CC is the wt% coke, t is the process time, and A and n are constants.
Other studies presented similar correlations, but the values of n ranged from
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0.4 to 1.0, depending on the feedstock, the flow rate, and the type of catalyst
[20]. A value of n ¼ 0:5 in Eq. (2.61) would result if the carbon deposition
rate, dCC/dt, varied inversely with the coke content. Although some tests do
show n ¼ 0:5, there is no basic reason for this dependence. As active sites are
covered by carbon, the rate of carbon deposition should decrease, unless the
coke is a catalyst for further deposition.

In a fundamental study of coke formation on a chromia-alumina
dehydrogenation catalyst, the catalyst activity and coke formation rate
were measured in a differential reactor [20]. The equation for the rate of
coking allowed for the decrease in rate with increase in coke level and the
effects of reactants and products:

rC ¼ dCC

dt
¼ k1P

0:743
B þ k2P

0:813
D

1þ KHP
1=2
H

� �2 exp��CC ð2:62Þ

Here, PB, PD, and PH are the partial pressures of butane, butadiene, and
hydrogen, and CC is the kg carbon/kg catalyst. The negative effect of hydro-
gen on the coking rate could mean that hydrogen adsorption on active sites
prevents carbon formation on those sites, or it could mean that carbon is
being gasified by hydrogen to decrease the net rate of carbon formation.

The regeneration of fouled catalysts is usually done by oxidation, but a
gas with only a few percent oxygen is used to avoid overheating the cata-
lysts. Because the heat of reaction is carried through the bed-warming
portions of the bed prior to oxidation, temperature changes much above
the adiabatic reaction temperature rise may occur.

NOMENCLATURE

Symbols

Ao constant in Temkin isotherm
a constant in rate equation
b constant in rate equation
Cc coke concentration, wt%
E activation energy
Ead activation energy for adsorption
Edes activation energy for desorption
K equilibrium constant
KA;KB;KP, equilibrium constant for adsorption of A, B, product,

respectively
k reaction rate constant; k1, k2, k3, reaction rate constant for

steps 1, 2, 3, respectively
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k1A adsorption rate constant for A
k2A desorption rate constant for A
n reaction order
PA partial pressure of A
PAs, partial pressure of A at surface
R gas constant
r reaction rate
rads adsorption rate; rdes, desorption rate
S surface area
s site on catalyst
T absolute temperature, K
t time
V volume adsorbed
Vm monolayer amount

Greek Letters

� constant in Eq. (2.62)
� fraction of sites occupied
�v fraction of vacant sites

PROBLEMS

2.1 The hydrogenation of propylene was carried out in a semibatch
recirculation reactor with a Pt/SiO2 catalyst (Vorhis, F.H., M.S. thesis,
Cornell University, 1968). The reaction was first order to hydrogen and
showed a complex dependence on propylene pressure. Data for a typical
run are given in Table 2.2.

Test at least two kinetic models that might explain the general feature
of these results. Determine the rate constants for each model, and use them
to compare actual and predicted rates.

2.2 For Case II of the example illustrated in Figure 2.8, what would
be the change in �A, �Aeq, and the reaction rate for the following changes in
conditions?

a. Double PA

b. Double PB

c. Increase the reaction rate constant 10-fold

2.3 Cumene (A) was cracked to benzene (B) and propylene (C) in a
fixed-bed recycle reactor. At constant total pressure, runs were made with
three different diluents added to the cumene, and all runs had less than 1%
conversion.
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i. Cyclohexane dilution for PA ¼ 1–0.5 atm, r ¼ kP0
A

ii. Xylene dilution for PA ¼ 1–0.5 atm, r ¼ kPA
1.0

iii. Cumene hydroperoxide dilution, see Table 2.3

a. Can these results be explained using a simple kinetic model?
b. Predict the effect of total pressure on the rate of cracking of

cumene diluted with xylene.

2.4 If carbon deposition on a catalyst occurs at a rate proportional to
the amount of uncovered surface and full coverage with a monolayer corre-
sponds to 2.0 wt% carbon, how would the carbon content vary with time if
1.2 wt% carbon is obtained in 1 minute? Plot the carbon content versus time
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TABLE 2.2 Data for Problem 2.1

t , min
r ,

millimole/min Ppropylene, atm

0 0.086 0.563
40 0.104 0.520
80 0.138 0.463
120 0.165 0.394
160 0.190 0.312
200 0.214 0.218
240 0.252 0.112
250 0.282 0.083
260 0.320 0.047
264 0.318 0.032
268 0.267 0.017
272 0.129 0.006

TABLE 2.3 Data for Problem 2.3

Mole fraction
hydroperoxide Relative rate

0 1
0.0004 0.8
0.0014 0.52
0.0030 0.33
0.006 0.18
0.0150 0.12
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on logarithmic coordinates and compare with the empirical equation of
Voorhies [19].

%C ¼ At0:44

2.5 When carbon monoxide and hydrogen react over nickel catalyst
to form methane, the rate is almost independent of PCO over a wide range of
pressures, and the rate then decreases slightly at higher PCO . Typical results
for two temperatures are shown in Figure 2.15 from the Ph.D. thesis of
R. W. Fontaine, Cornell University, 1973.

a. Assuming competitive adsorption of CO and H2 and surface
reaction as the controlling step, compare the shapes of the
predicted and experimental curves of r versus PCO.

b. If the surface is not uniform, could allowing for two types of sites
give a better fit for this data in the region of nearly zero-order
behavior?

2.6 A differential reactor was used to measure the rate of phosgene
formation over 6–8 mesh carbon catalyst. The data were correlated assum-
ing a surface reaction between adsorbed chlorine and weakly adsorbed
carbon monoxide with significant adsorption of phosgene:

r ¼ e�ð2500=T�6:34ÞPCOPCl2

ð1þ eð2500=T�7:02ÞPCl2 þ eð8040=T�26:05ÞPCOCl2Þ2
r ¼ moles=hr; gcat

a. Derive a rate equation for an Eley–Rideal mechanism, and deter-
mine the rate constants from the data for 42.78C and 648C
(Table 2.4). Compare the adsorption constants and the fit of
the data with values from the author’s equation.
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FIGURE 2.15 Effect of carbon monoxide pressure on the rate of methanation at
PH2 ¼ 0:43 atm.
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b. For a given gas composition, show whether the dependence of
overall rate versus temperature follows the Arrhenius equation.

2.7 The data in Table 2.5 were obtained in a differential reactor at
1508C for the reaction Aþ B ! C. Obtain an empirical rate equation and
discuss possible controlling mechanisms.

2.8 The vapor-phase dehydration of ethanol to diethyl ether was
studied in a packed bed with Dowex 50 X-8 resin as catalyst [21]. Initial
reaction rates were obtained by extrapolating integral reaction rate data to
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TABLE 2.4 Data for Problem 2.6

Average
Temp. 8C

Rate of
reaction �

103 g moles/
(hr) (g of
catalyst)

Partial
pressure, atm

CO

Partial
pressure, atm

Cl2

Partial
pressure,
atm,COCl2

42.7 5.07 0.206 0.578 0.219
42.7 11.20 0.569 0.194 0.226
42.7 1.61 0.128 0.128 0.845
42.7 9.34 0.397 0.370 0.209
42.7 8.76 0.394 0.373 0.213
64.0 26.40 0.412 0.372 0.216
64.0 26.40 0.392 0.374 0.234
64.0 16.10 0.185 0.697 0.118
64.0 9.40 0.264 0.131 0.605

TABLE 2.5 Data for Problem 2.7

P , atm P , atm P , atm Rate
PA PB PC (mole/hr, lb catalyst)

0.1 0.1 0.1 0.121
0.2 0.2 0.1 0.24
0.2 0.4 0.1 0.263
0.1 0.2 0.4 0.139
0.5 0.2 0.1 0.61
0.5 0.1 0.1 0.46
0.2 0.1 0.3 0.203
0.2 0.5 0.1 0.247

The superficial velocity was 0.5ft/sec for all runs,

and the reaction is almost irreversible.
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zero conversion. Try to fit the data in Table 2.6 to various rate expressions
based on a unimolecular or a bimolecular surface reaction. What mechan-
isms can be rejected and which of those remaining seem the most likely to be
correct? What other tests would you suggest to distinguish between possible
mechanisms?
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3
Ideal Reactors

There are two basic types of ideal reactors, stirred tanks, for reactions in
liquids, and tubular or packed-bed reactors, for gas or liquid reactions.
Stirred-tank reactors include batch reactors, semibatch reactors, and con-
tinuous stirred-tank reactors, or CSTRs. The criterion for ideality in tank
reactors is that the liquid be perfectly mixed, which means no gradients in
temperature or concentration in the vessel.

Tubular reactors, which may be open or packed with catalyst, are
considered ideal if there is plug flow of fluid and there are no radial gradi-
ents of temperature, concentration, or velocity. In plug-flow reactors, or
PFRs, there are axial gradients of concentration and perhaps also axial
gradients of temperature and pressure, but in the ideal PFR there is no
axial diffusion or conduction.

Most large reactors do not fit the foregoing criteria, but in many cases
the deviations from ideal reactors are small, and the equations for ideal
reactors can be used for approximate design calculations and sometimes
for determining optimum reaction conditions. In this chapter, ideal
stirred-tank reactors are considered first and then plug-flow reactors are
discussed. The effects of heat transfer, mass transfer, and partial mixing
in real reactors are treated in later chapters.
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BATCH REACTOR DESIGN

Batch reactors are often designed by direct scaleup from laboratory tests. If
the feed concentration and reactor temperature are kept the same as in the
lab tests, the time to reach a given conversion in a large ideal reactor should
be the same as in lab tests, since the reaction rate (kmol/hr-m3 or lb-mol/
hr-ft3) does not depend on reactor volume. The minimum size of the reactor
needed can be calculated from the desired yearly production rate and the
time for a complete batch cycle, including times for charging the reactants,
heating, reaction, product discharge, and cleaning. A somewhat larger
reactor of standard size might be selected to allow for changes in the run
schedule or increases in production rate.

In addition to the size of the reactor, there are several other design
decisions to be made, including the material of construction, the agitation
system, and the method of supplying or removing heat. If the reaction is
quite exothermic, heat transfer may be the limiting factor on scaleup. For a
jacketed reactor, the surface-to-volume ratio varies inversely with the tank
diameter. A reaction that can be carried out isothermally in a 2-liter vessel
immersed in a water bath may be difficult to control in a 10-m3 jacketed
reactor, where the surface-to-volume ratio is 17-fold lower. Options to con-
sider when heat removal is a problem include adding a cooling coil, using an
external heat exchanger and pump, selecting multiple smaller reactors, and
decreasing the reaction rate by using less catalyst or a lower temperature.
Examples of these options are given in Chapter 5.

When the reaction kinetics are known, the conversion and yield
expected for an ideal batch reactor can be calculated by integrating the
rate equation. Then the effects of changing reactant ratio, catalyst concen-
tration, temperature, and mode of operation can be explored to improve the
design instead of just duplicating the condition of the laboratory tests. In the
following section, equations are derived for a few systems with simple
kinetics. The reactions are assumed to be irreversible and to take place at
constant temperature. The volume change is neglected, even though there
may be a change in the number of moles, since we are dealing with liquid
reactants and products. The rates are therefore expressed in terms of con-
centration changes.

First-Order Reactions

For an irreversible first-order reaction of the type

A ! Bþ C

r ¼ kCA ¼ � dCA

dt

ð3:1Þ
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�
ðCA

CA0

dCA

CA

¼ k

ðt
o

dt

� ln
CA

CA0

� �
¼ kt or CA ¼ CA0

e�kt

ð3:2Þ

The result is often given in terms of the fraction converted:

CA ¼ CA0
1� xð Þ

� ln 1� xð Þ ¼ ln
1

1� x

� �
¼ kt

ð3:3Þ

Remember the important characteristics of a first-order reaction,
which is evident from Eqs. (3.2) and (3.3). If a certain fraction of the reac-
tant is converted in a given time, doubling the time will convert the same
fraction of the remaining reactant. Thus for 90% conversion in t seconds,
99% would be converted in 2t seconds.

Second-Order Reactions

For a unimolecular second-order reaction,

r ¼ � dCA

dt
¼ kC2

A ð3:4Þ

�
ðCA

CA0

dCA

C2
A

¼ 1

CA

� 1

CA0

¼ kt ð3:5Þ

or

x

1� x
¼ kCA0

t ð3:6Þ

True second-order reactions of this type are rare, but many bimolecular
reactions are first order to both reactants and are sometimes classified as
second order.

Consider the reaction Aþ B ! C, with A the limiting reactant. Let

R ¼ CB0



CA0

where R > 1

CA ¼ CA0
1� xð Þ; �CA ¼ CA0

x

CB ¼ CB0
� CA0

x

r ¼ kCACB ¼ kCA0
1� xð Þ CB0

� CA0
x

� �
ð3:7Þ

Since CB ¼ CA0
R� xð Þ and� dCA ¼ CA0

dx;
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r ¼ � dCA

dt
¼ CAO

dx

dt
¼ kCA0

1� xð ÞCA0
R� xð Þ ð3:8Þðx

0

dx

1� xð Þ R� xð Þ ¼
ðt
0

kCA0
dt ð3:9Þ

Integration between limits gives

ln
R� x

R 1� xð Þ
� �

¼ R� 1ð ÞkCA0
t ð3:10Þ

If R=1.0, Eq. (3.10) is indeterminate, but x can be calculated from Eq.
(3.6), since CB ¼ CA and r ¼ kC2

A. Equation (3.10) can be used to show the
effect of different feed ratios. Often a very high conversion of one reactant—
say A—is desired, and excess B is used to decrease the required reaction
time. Sometimes the excess B can be separated and recycled. If 5% excess B
is used, then R ¼ 1:05 and the initial rate is 5% higher than for R ¼ 1:0 and
the same value of CA0

. However, at x ¼ 0:99, the final concentration of B is
1:05CA0

� 0:99CA0
; or 0:06CA0

, and the final reaction rate is six times
higher than for R ¼ 1:0. Based on Eq. (3.10), the overall effect of the 5%
excess is a 65% reduction in the time for 99% conversion.

The conversion curves for several values of R are shown in a semilog
plot, Figure 3.1, along with the straight line for a first-order reaction. The
abscissa is k2CB0

t; and kCB0
can be taken as the pseudo-first-order rate

constant for A when there is a large excess of B. For R ¼ 1:5 or 2.0, the
plots are almost linear for (1� x) < 0.1, since CB doesn’t change much in
this region and the change in rate with conversion is similar to that for a
first-order reaction. Note that the ratio t99=t90 is 2.54 and 2.3 for R ¼ 1:5
and 2.0, respectively, compared to 2.0 for a true first-order reaction. The
plot for R ¼ 1:0 shows gradually decreasing curvature, and the very low
reaction rates at high conversion leads to t99=t90 ¼ 11 from Eq. (3.6).

The best value for R cannot be determined just from Figure 3-1 or Eq.
(3.10), since increasing R always increases the rate for a given CA0

. In
practice, an increase in R increases the raw material cost or the cost of
separating unreacted B from the product. Furthermore, if A and B are
dissolved in a solvent, increasing CB may require decreasing CA, and this
would mean less product produced per cycle, even if the batch time was
decreased.

Example 3.1

A bimolecular batch reaction that is first order to both reactants is carried
out to 99.5% conversion of A in 6.4 hours using 2% excess of reactant B. If
5% excess B is used, what time is needed to reach the same conversion?
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Solution. Use Eq. (3.10) to get CA0
k for R ¼ 1:02:

ln
1:02� 0:995

1:02 0:005ð Þ
� �

¼ 1:02� 1ð ÞCA0
kt

1:5896 ¼ 0:02CA0
kð6:5Þ

CA0
k ¼ 12:2

With R ¼ 1:05,

ln
1:05� 0:995

1:05 0:005ð Þ
� �

¼ 2:349 ¼ 1:05� 1ð Þð12:2Þt

t ¼ 3:85 hr

Consecutive Reactions

In many addition reactions, one, two, or more molecules of a gas or low-
molecular-weight solute react to form a series of products. Examples are the
chlorination of benzene or other aromatics, the hydrogenation of organics
that have multiple double bounds, the hydrolysis of ethylene oxide, and
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FIGURE 3.1 Conversion for a second-order batch reaction with different reactant
ratios.
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partial oxidation of hydrocarbons. The general equations for the type of
reaction are:

Aþ B �!1 C

Cþ B �!2 D etc

When a reactor is charged with liquid A and B is a gas that is added
continuously, it becomes a semibatch reactor. The rates of reaction depend
on the concentration of B in the liquid phase, which is a function of gas
solubility, pressure, and agitation conditions. However, we are often con-
cerned with the relative reaction rates and the selectivity, which do not
depend on CB if the reaction orders are the same for both reactions. The
reactions are treated as pseudo-first-order, and equations are developed for
an ideal batch reactor with irreversible first-order kinetics

r1 ¼ k 0
1CACB ¼ k1CA ð3:11Þ

r2 ¼ k 0
2CCCB ¼ k2CC ð3:12Þ

The concentration of A falls exponentially, as was shown earlier in Eq. (3.2):

CA ¼ CA0
e�k1t ð3:13Þ

The material balance for product C is

dCC

dt
¼ k1CA � k2CC ð3:14Þ

Combining these equations gives

dCC

dt
þ k2CC ¼ k1CA0

e�k1t ð3:15Þ

If no C is present at the start, integration of Eq. (3.15) gives

CC ¼ k1CA0

k2 � k1
e�k1t � e�k2t
� �

ð3:16Þ

The concentration of C goes through a maximum with time, and tmax

can be found by differentiating Eq. (3.16) and setting the derivative to zero:

tmax ¼
ln k2=k1ð Þ
k2 � k1

ð3:17Þ

CC;max ¼ CA0

k1
k2

� �k2=ðk2�k1Þ
ð3:18Þ

The concentration of D is obtained by a material balance:
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CA0
¼ CA þ CC þ CD ð3:19Þ

CD ¼ CA0
1þ k2e

�k1t

k1 � k2
þ k1e

�k2t

k2 � k1

 !
ð3:20Þ

Typical concentration curves for consecutive first-order reactions are
shown in Figure 3.2. For this example, k2=k1 ¼ 0:2, and the yield of C
reaches a maximum of 67% at k1t ¼ 2:0, where the conversion of A is
86.5% and the selectivity is 77%. If C is the desired product, the reaction
could be stopped at this point: after separation of the products, the unreacted
A could be recycled. However, if byproduct D is of little value, the reaction
might be stopped at a lower conversion to get a higher selectivity. For this
example, at k1t ¼ 1:0, the conversion is 63% and the yield of C is 56% for a
selectivity of 89%. More A must be separated and recycled, but the reaction
time is half as great, and byproduct formation is reduced by a factor 2.8
(19.5/7). The optimum conversion would depend on the cost of separating
the products and the value of the byproduct relative to the major product.

A classic example of the product distribution in a consecutive reaction
system is the study of benzene chlorination by MacMullin [1]. He measured
the concentration of mono-, di-, and trichlorobenzene produced in a batch
chlorination and determined the relative rate constants. He also showed that
batch chlorination gave a higher yield of monochlorobenzene than a single-
stage continuous-flow reactor.

Parallel Reactions

Selectivity effects can also be important with parallel reactions having dif-
ferent reaction orders. Consider the case where the main reaction is first
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FIGURE 3.2 Relative reactant concentrations for consecutive pseudo-first-order
reactions with k2=k1 ¼ 0:2:
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order to both reactants and the byproduct reaction is second order to one of
the reactants:

main reaction Aþ B �!1 C

byproduct formation AþA �!2 D

r1 ¼ k1CACB

r2 ¼ k2C
2
A

The local or instantaneous selectivity is the ratio of r1 to the total rate of
consumption of A:

S ¼ r1
r1 þ r2

¼ r1=r2
1þ r1=r2

ð3:21Þ

r1
r2

¼ k1CACB

k2C
2
A

¼ k1
k2

� �
CB

CA

� �
ð3:22Þ

To minimize byproduct formation in the batch reactor, considerable
excess B can be charged, so that the ratio CB=CA is high at the start and
increases as the reaction proceeds. Calculated concentration curves for
CB0

=CA0
¼ 2:0 and k2=k1 ¼ 0:6 are shown in Figure 3.3. The initial select-

ivity is 77%, since r1=r2 ¼ 2=0:6 ¼ 3:33. Since CA decreases more rapidly
than CB, the local selectivity gradually increases and is nearly 99% at 8
hours, when the conversion of A is 97%. The average selectivity gradually
increases to 85%. Higher selectivity could be achieved by decreasing the
concentration of A in the initial charge, but this would give a lower con-
centration of C in the final product and increase separation costs.
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FIGURE 3.3 Selectivity with parallel reactions in a batch rector.
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Semibatch Reactions

An alternate approach to improved selectivity for this system is to add A
slowly over the course of the reaction and to carry out a semibatch reaction.
The reactor might be two-thirds to three-quarters full at the start, and the
fluid volume increases as A is added and no product withdrawn. Figure 3.4
shows the calculated concentration curves for the same kinetics and CB0

as
for Figure 3.3, with the feed of A at a slow, constant rate for 14 hours.

The value of CA increases for a few hours until the reaction rate nearly
equals the feed rate. Then CA increases very slowly as CB decreases and the
rate of reaction of A decreases. After the feed of A is stopped, CA decreases
in exponential fashion. With the semibatch operation, the initial selectivity is
very high but decreases as CB decreases and CA increases slightly. After the
feed is stopped, the selectivity again increases. The average selectivity is
95%, a significant improvement over the 85% with batch operation, but
the reaction time is increased. If some of the A had been charged at the start
to make CA0

ffi 0:2, the reaction time would have been decreased with little
effect on the average selectivity.

CONTINUOUS-FLOW REACTORS

Operating a stirred-tank reactor with continuous-flow of reactants and pro-
ducts (a CSTR) has some advantages over batch operation. The reactor can
make products 24 hours a day for weeks at a time, whereas for a typical
cycle, the batch reactor is producing only about half the time. In the CSTR,
temperature control is easier because the reaction rate is constant, and the
rate of heat release does not change with time, as it does in a batch reactor.
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FIGURE 3.4 Selectivity with parallel reactions in a semibatch reactor.
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Finally, conversion and selectivity may vary from day to day with a batch
reactor, and they are more likely to be constant with a CSTR and a good
control system.

The main disadvantage of continuous operation is that the reaction
rate is nearly always lower than the average rate for a batch reaction. In
most cases, the batch reaction rate decreases as the conversion increases,
and in the CSTR the reaction rate is the same as the final reaction rate in the
batch reactor. For high conversions, the final rate may be several-fold lower
than the average rate, and the average residence time in the CSTR must then
be several-fold greater than the reaction time in a batch reactor.

The average residence time in the CSTR is the volume V divided by the
volumetric flow rate F, or t ¼ V=F . The ratio of CSTR residence time to
batch residence time is readily derived for simple kinetic models. For a first-
order reaction in a CSTR, the steady-state material balance is

in� out ¼ amount reacting

FCA0
� FCA ¼ rV ¼ kCAV ð3:23Þ

CA0
� CA ¼ kCA

V

F
¼ kCAt ð3:24Þ

CA 1þ ktð Þ ¼ CA0
ð3:25Þ

CA

CA0

¼ 1

1þ kt
ð3:26Þ

In terms of fraction converted,

in� out ¼ FCA0
x ¼ kCA0

1� xð ÞV
x

1� x
¼ kt ð3:27Þ

or

x ¼ kt

1þ kt
ð3:28Þ

Equations (3.26), (3.27), and (3.28) are equivalent, and they are used
when solving for CA, t, or x. To compare the batch and CSTR times, the
equation for a batch first-order reaction, Eq. (3.3) or Eq. (3.29), is used with
Eq. (3.27):

ln
1

1� x

� �
¼ kt ð3:29Þ

tCSTR
tbatch

¼ x=ð1� xÞ
ln 1=1� xð Þ ð3:30Þ
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A few values for this ratio are given in Table 3.1. The ratio of actual
reactor volumes for the CSTR and the batch reactor is smaller than the ratio
of reaction times, because the total time for a batch reactor is considerably
greater than the reaction time. If the CSTR is compared with a continuous
pipeline reactor, or PFR, the ratio of times in Table 3.1 is the same as the
ratio of reactor volumes.

Similar comparisons could be presented for second-order reactions,
but several tables or plots would be needed, because most such reactions
involve two reactants, with one fed in excess. The ratio of reaction times is
higher than for a first-order reaction, but not much higher when there is a
large excess of one reactant. For half-order reactions, there is less change in
rate with conversion, and the ratio of reaction times is less than for first-
order kinetics.

When batch data are presented as a plot of conversion versus time, the
comparison of CSTR and batch reaction times can be made graphically
without knowing the reaction order. As shown in Figure 3.5, a tangent to
the conversion curve is extended to intersect the time axis. The distance from
this intersection to the batch time represents the residence time for the
CSTR, as shown here:

r ¼ CA0

dx

dt
¼ CA0

ðslopeÞ ð3:31Þ

For the CSTR,

FCA0
x ¼ rV ¼ CA0

ðslopeÞV ð3:32Þ
V

F
¼ tCSTR ¼ x

slope
ð3:33Þ

From Figure 3.5, slope ¼ x t 0 :



or

V

F
¼ tCSTR ¼ x

x=t 0
¼ t 0 ð3:34Þ
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TABLE 3.1 Relative Reaction Times
for First-Order Reactions

X ktCSTR ktbatch tCSTR/tbatch

0.5 1 0.693 1.44
0.8 4 1.609 2.49
0.9 9 2.303 3.91
0.95 19 3.00 6.34
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If the rate in the batch reaction at first increases with time and then
decreases, as in Figure 3.6, the desired conversion may be reached with a
smaller residence time for the CSTR. Operating at x1 would give
tCSTR < tbatch, but at x2, tCSTR > tbatch. Reaction curves of this type could
result from an autocatalytic reaction or a reaction with an induction period
caused by an inhibitor. Similar plots would result from an exothermic
reaction in an adiabatic reactor.

Reactors in Series

When a much larger reactor volume would be needed to go from batch to
continuous operation, the required reactor volume can be considerably
reduced by using two or more stirred-tank reactors in series. Much of the
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FIGURE 3.5 Determination of residence time for a CSTR from a batch test.

FIGURE 3.6 Conversion plot for an autocatalytic reaction.
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reaction would be carried out in the first tank at moderate rate and conver-
sion, and the reaction would be finished in the second tank, where the rate is
much lower. The residence times for the tanks are shown as t 01 and t 02 in
Figure 3.7. Note that t 01 þ t 02 is much lower than the time for a single CSTR
operating at x2. In the example t 02 is slightly greater than t 01, but in practice
the tanks would probably be the same size, and x1 would be slightly larger
than shown in Figure 3.7.

Another way of comparing batch and flow reactors is to plot
1=r versus x, as shown in Figure 3.8. For a batch or plug-flow reactor,
the time is proportional to the area under the curve, the shaded area in
Figure 3.8:

�
ð
dCA

r
¼
ð
dt ¼ t ð3:35Þ

CA0

ðx2
0

dx

r
¼ t ð3:36Þ

For a CSTR operating at the same conversion, the rate is constant at
the final value, and from Eq. (3.38), and the residence time is proportional
to the area of rectangle abcd:

FCA0
x2 ¼ rV ð3:37Þ

CA0

x2
r

� �
¼ V

F
¼ t ð3:38Þ

When the two reactors are used in series, the total volume is propor-
tional to the sum of the rectangular area ebgh and cdhg in Figure 3.8. With
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FIGURE 3.7 Conversion plot for two tanks in series.
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several reactors in series, the total volume would approach that for a plug-
flow reactor.

For a first-order reaction in a series of tanks, the conversion is
obtained using Eq. (3.26), since the equation for the concentration ratio is
the same for each reactor:

CA1

CA0

¼ 1

1þ k1t1

CA2

CA1

¼ 1

1þ k2t2

CAn

CA0

¼ 1

1þ k1t1
� 1

1þ k2t2
� 
 
 
 � 1

1þ kntn

ð3:39Þ

When the reactors are equal in size and operate at the same temperature, the
equation is

CAn

CA0

¼ 1

1þ k1t1

� �n

ð3:40Þ

Figure 3.9 shows the fraction unconverted as a function of total time
for one or several tanks in series. For a very large number of tanks, the
conversion approaches that for a plug-flow reactor or a batch reactor. With
three tanks in series, the total time is 50% more than for plug flow if the
desired conversion is 90% and for five tanks the time is only 25% greater.

When a series of stirred tanks is proposed for a reaction, the question
of optimum tank size comes up. Would it decrease the total reactor volume
to make the first tank larger, since that is where the reaction rate is greatest,
or should the last reactor be larger to compensate for the low reaction rate?
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FIGURE 3.8 Comparison of reactor volumes for one CSTR, two CSTRs, or a PFR.

Copyright © 2003 by Taylor & Francis Group LLC



It is easy to show that for a first-order reaction and two tanks, the volume
should be equal:

C2

C0

¼ 1

1þ kt1ð Þ 1þ kt2ð Þ

Taking, for example, kt1 ¼ kt2 ¼ 3:

C2

C0

¼ 1

1þ 3ð Þ2 ¼
1

16
¼ 0:0625

Any other combination with the same total time gives higher C2=C0. For
example, if kt1 ¼ 4 and kt2 ¼ 2;

C2

C0

¼ 1

1þ 2ð Þ 1þ 4ð Þ ¼
1

15
¼ 0:0667

For any number of tanks in series and a first-order reaction, the same
result is found. The highest conversion is obtained with tanks of equal size.
If the reaction is not first order, the maximum total volume is obtained with
tanks of different size, but the decrease in total required volume is slight,
and the practical solution is to specify tanks of equal size.
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FIGURE 3.9 Conversion for a first-order reaction in a series of stirred tanks.
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Example 3.2

A solution polymerization is to be carried out to 95% conversion in a series
of stirred-tank reactors, all operating at the same temperature. Batch tests
show that the reaction is first order to monomer, and 95% conversion is
reached in 6 hours.

a. If four reactors of equal size are used, what total residence time is
needed?

b. What fraction of the total heat released is generated in each
vessel?

Solution
a. From batch tests

ln
1

1� x

� �
¼ kt

kt ¼ ln
1

0:05
¼ 3:00

k ¼ 3:0

6:0
¼ 0:5 hr�1

With four reactors in series, t1 ¼ V=F for each tank.

CA

CA0

¼ 1

1þ k1t1ð Þ4 ¼ 0:05

1þ k1t1 ¼ 201=4

k1t1 ¼ 1:115

t1 ¼
1:115

0:5
¼ 2:23 hr

4t1 ¼ t; total residence time ¼ 8:92 hr

kt ¼ 4:46 ðchecks interpolated value;Fig: 3:9Þ
For tank 1,

CA

CA0

¼ 1

1þ 1:115
¼ 0:473

x1 ¼ 1� 0:473 ¼ 0:527

Fraction of Q ¼ 0:527

0:95
¼ 0:555

Similar calculations give:
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x2 ¼ 0:776
�Q

Q
¼ 0:262

x2 ¼ 0:894
�Q

Q
¼ 0:125

x2 ¼ 0:95
�Q

Q
¼ 0:059

Since over half of the heat is generated in the first reactor, care must be
taken to ensure adequate capacity for heat removal.

Temperature Optimization

When a sequence of reactions produces a mixture of products, the selectivity
for the main product is a major factor in choosing reaction conditions. We
have shown that the ratio of reactant concentrations and the conversion can
affect the selectivity, particularly when the main and byproduct reactions
have different reaction orders. When the reactions have different activation
energies, the selectivity will also depend on the temperature. If the main
reaction has the higher activation energy, raising the temperature will
increase the selectivity and also decrease the time needed to reach the desired
conversion. The best operating temperature cannot be chosen from just the
kinetics but depends on other factors, such as the cost of supplying or remov-
ing heat, vaporization losses, corrosion rate, and safety considerations.

When the byproduct reaction has a higher activation energy than the
main reaction, the selectivity is improved by reducing the temperature.
However, this means a greater reaction time for a batch reactor or a larger
reactor for a flow system. The temperature chosen is again a compromise
based on the reactor size, raw material costs, and the cost of product separa-
tion. However, for an existing CSTR and a fixed feed rate, an optimum
temperature can be defined as the temperature that gives the greatest yield of
the main product. Increasing the temperature increases the conversion but
decreases the selectivity, so the yield goes through a maximum, as shown in
the following example.

Example 3.3

An organic synthesis is carried out continuously in a large stirred reactor at
350 K. The main reaction is first order to A and to B and has an activation
energy of 15 kcal. A large excess of B is used to favor the main reaction, and
CB0

¼ 5M and CA0
¼ 1M:

Aþ B �!1 C r1 ¼ k1CACB

The side reaction is also first order to A, with E2 ¼ 20 kcal.
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A �!2 D r2 ¼ k2CA

At 350 K, the conversion of A is 88% and the yield is 81%. Could the yield
be improved by changing the temperature?

Solution. At 350K, x ¼ 0:88, CA ¼ 0:12, CC ¼ 0:81, CB ¼ 5 �0:81 ¼
4.19. To simplify the analysis, assume CB is constant:

r1 ¼ k
0
1CB

� �
CA ¼ k1CA

FCA0
x ¼ k1CA þ k2CAð ÞV

FCA0
x ¼ CA0

1� xð Þ k1 þ k2ð ÞV
x

1� x
¼ k1 þ k2ð ÞV

F
¼ k1 þ k2ð Þt

k1 þ k2ð Þt ¼ 0:88

0:12
¼ 7:33

S ¼ Y

x
¼ 0:81

0:88
¼ 0:925 ¼ r1=r2

1þ r1=r2

r1=r2 ¼ 11:57 ¼ k1=k2

k1 þ k2 ¼ 11:57k2 þ k2 ¼ 12:57k2

k2t ¼
7:33

12:57
¼ 0:58

k1t ¼ 6:75

Since V/F is constant, the changes in k1V/F and k1V/F with temperature are
calculated from the Arrhenius equation:

k1t

6:75
¼ E1

R

1

350
� 1

T

� �
;
E1

R
¼ 15000

1:987

k2t

0:58
¼ E2

R

1

350
� 1

T

� �
;
E2

R
¼ 20000

1:987

At 360 K:

k1t ¼ 12:29

k2t ¼ 1:29

k1tþ k2t ¼ 13:58
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x ¼ 13:58

14:58
¼ 0:931

S ¼ 12:29

13:58
¼ 0:905

Y ¼ Sx ¼ 0:843

The results for other temperatures are given in Table 3.2. The maximum
yield is obtained at 370 K, but it is a fairly broad maximum, with almost as
high a yield at 365 or 375 K.

PLUG-FLOW REACTORS

In a plug-flow reactor (PFR), elements of the fluid are assumed to pass
through the reactor with no mixing, and all elements spend the same time
in the reactor. For a pipeline reactor, the elements can be pictured as slugs of
fluid that move through the pipe at constant velocity, somewhat like bullets
moving through a gun barrel. If the flow is fully turbulent and the entrance
region (where the velocity profile is developing) is a small fraction of the
total length, plug flow is a reasonable assumption. There is a radial velocity
profile in turbulent pipe flow, but the maximum velocity is only slightly
above the average, and rapid mixing of fluid from the center with fluid
from the wall region leads to a narrow distribution of residence times,
which justifies the plug-flow assumption. Reactors with laminar flow or
with appreciable axial mixing are discussed in Chapter 6.

With a packed-bed reactor, the velocity profile is complex and chan-
ging with distance, as the fluid flows around and between the particles.
However, when the bed depth is many times the particle diameter
(L=dp > 40), the residence time distribution of the fluid is quite narrow,
and plug flow can be assumed.
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TABLE 3.2 Solution for
Example 3.3

T , K x S Y

350 0.88 0.92 0.81
360 0.931 0.905 0.843
365 0.948 0.897 0.850
370 0.961 0.887 0.853
375 0.970 0.878 0.852
380 0.977 0.868 0.848
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In this chapter, discussion of ideal plug-flow reactors is limited to
those that operate either isothermally or adiabatically. It is not easy to get
isothermal operation in a tubular reactor unless the heat of reaction is nearly
zero. However, if the maximum temperature change is only a few degrees,
the ideal-reactor equations are sometimes used, with rate constants evalu-
ated at the average temperature. Adiabatic operation can more readily be
achieved by using a well-insulated reactor, and the design techniques are
relatively simple even when there is a large temperature change. When the
reactor is neither isothermal nor adiabatic, the design must consider heat
transfer rates and possible instabilities, which are discussed in Chapter 5.

Homogeneous Reactions

For a homogeneous reaction in an ideal PFR, the material balance is written
for a differential volume dV or a differential length dL. The amount reacted
in this element is the difference between the input and output flows of the
key reactant, A, which is the molar feed rate of A times the incremental
conversion:

FA dx ¼ r dV ¼ r �
D2

4

 !
dl ð3:41Þ

The required reactor volume is found by integration:ð
dx

r
¼
ð
dV

FA

¼ V

FA

ð3:42Þ

If r is a simple fraction of x, Eq. (3.42) can be integrated directly, as was
done for batch reactions [Eqs. (3.3), (3.6), (3.10)]. If r is a complex function
of x, the integral can be evaluated numerically or graphically.

To compare the equations for the PFR with a batch reactor, the molar
feed rate is expressed as the volume feed rate F times the concentration of A:

FA ¼ FCA0
ð3:43Þ

Equation (3.42) can then be presented using the space velocity SV or the
space time �, which is the reciprocal of the space velocity:ð

dx

r
¼ V

FCA0

¼ 1

SV
� 1

CA0

¼ �

CA0

ð3:44Þ

where
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SV � F

V
¼ volumetric feed rate

reactor volume

� � 1

SV
¼ V

F

Other definitions of space velocity have been used, and some of these
will be presented later when discussing heterogeneous reactions. For reac-
tions in gases, SV is sometimes defined using the volumetric flow at standard
temperature and pressure (STP), which is proportional to the total molar
flow, but here it is based on the actual volume flow at the reactor inlet. If
there is no change in flow rate as the reaction proceeds, the space time is
equal to the average residence time, and this is generally the case for liquids.
For gaseous reactions, there are often changes in temperature, pressure, or
the number of moles, which change the volumetric flow rate, and then � is
not equal to the average residence time. However, the actual residence time
is not important if the total reactor volume for a given conversion has been
determined by integration of Eq. (3.42).

In Eq (3.44), the term CA0
in the denominator might seem to indicate

that a greater space time or reactor volume would be needed if CA0
is

increased. However, for a first-order reaction with no volume change,
r ¼ kCA0

1� xð Þ, and CA0
cancels, giving the familiar equationð

dx

k 1� xð Þ ¼
V

F
¼ t

or, if k is constant,

ln
1

1� x

� �
¼ kt

Example 3.4

The gas-phase reaction A ! Bþ C is carried out in a pilot plant tubular
reactor at about 2 atm and 3008C. The rate constant is 0.45 sec�1, and the
feed rate is 120 cm3/sec. The feed is 80% A and 20% inert gas (N2).
Neglecting the change in pressure and assuming isothermal operation,
what reactor volume is needed for 95% conversion?

Solution. Per mole of feed:

A ¼ 0:8ð1� xÞ
B ¼ C ¼ 0:8x

N2 ¼ 0:2

total moles ¼ 1:0þ 0:8x
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CA ¼ 0:8ð1� xÞ
1þ 0:8x

Ctotal ¼
CA0

ð1� xÞ
1þ 0:8x

r ¼ kCA ¼ kCA0
ð1� xÞ

1þ 0:8xð
dx

r
¼
ð
dxð1þ 0:8xÞ
kCA0

ð1� xÞ ¼
V

FCA0

k
V

F
¼
ð0:95
0

ð1þ 0:8xÞ
1� x

¼ �0:8xþ 1:8 ln
1

1� x

� �

k
V

F
¼ �0:76þ 1:8ð2:996Þ ¼ 4:63

V ¼ 4:63

0:45
120 ¼ 1235 cm3; or 1:24 liters

Heterogeneous Reactions

For a heterogeneous catalytic reaction in an ideal packed-bed reactor, the
material balance is written for a differential mass of catalyst, dW. The basic
equation for the conversion of the key reactant A is the same as for any type
of reaction, or combination of reactions, including reversible reactions.
For A ! Bþ C or A Ð Bþ C or Aþ B ! CþD,

FAdx ¼ r dW ð3:45Þ
where

FA ¼ moles A fed=hr

r ¼ total moles A consumed=hr; kg

W ¼ mass of catalyst

ð
dx

r
¼
ð
dW

FA

¼ W

FA

ð3:46Þ

Integration of the rate equation gives the mass of catalyst needed per unit
feed rate of A for a specified conversion.

The reactor volume is determined from the mass of catalyst and the
bed density, �b:

V ¼ W

�b
ð3:47Þ

The dimensions of the reactor are not fixed by these equations, and the
same amount of catalyst could be held in a short, wide reactor or a tall,
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narrow reactor. The reactor dimensions are selected to give reasonable pro-
portions and a tolerable pressure drop. Often the mass velocity is chosen
first, which gives the cross-sectional area, and the bed length is determined
from the required volume. If the calculated pressure drop is too high, a
lower mass velocity is chosen, which gives a larger-diameter bed with shorter
length and lower pressure drop per unit length.

To relate the conversion to the space velocity, the feed concentration
and the bed density are introduced into Eq. (3.46):ð

dx

r
¼ W

FA

¼ V�B
FCA0

¼ 1

SV

�b
CA0

� �
ð3:48Þ

where SV ¼ F=V; hr�1.
It is not really necessary to use the concept of space velocity in design-

ing a reactor, since the mass of catalyst needed and the bed volume are
determined directly from Eqs. 3.46 and 3.47. However, some patents and
technical reports give the conversion as a function of space velocity and
temperature rather than presenting fundamental kinetic data. To use such
data, the space velocity must be carefully defined and interpreted.

In Eq. (3.48), the space velocity is defined using the volumetric flow
rate at the entrance to the reactor, but it could be based on the volume of
gas at standard conditions:

SV 0 ¼ FðSTPÞ
V

ð3:49Þ

Another definition is based on the void volume of the reactor [2],
which corresponds to

SV 00 ¼ F

V�
¼ 1

� 0
ð3:50Þ

Although V�
F is closer to the gas residence time than is VF , there is no

advantage in using SV 00 for calculations, and Eq. (3.50) incorrectly implies
that raising � would increase the conversion.

Other terms that are used when feeding liquids to a reactor are the
weight hourly space velocity (WHSV) and the liquid hourly space velocity
(LHSV) [3]. Both have units of hr�1 but are defined differently:

WHSV ¼ pounds of feed=hr

pounds of catalyst
¼ �F

W
ð3:51Þ

LHSV ¼ volume of liquid=hr

volume of reactor
¼ F

V
ð3:52Þ
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The LHSV is sometimes used when feeding liquids that are vaporized in a
preheater before entering the reactor, and of course the LHSV is much lower
than the SV based on the actual vapor flow to the reactor. Sometimes
WHSV is based on the feed rate of one reactant rather than the total feed
rate, as in upcoming Example 3.5.

Even when the space velocity is clearly defined, there may be problems
in scaleup or design. It might be thought that if temperature, pressure, and
space velocity are kept constant on scaleup, the conversion will be constant.
However, as Eq. (3.48) shows, a change in �B or CA0

may affect the con-
version. A small-diameter laboratory reactor may have a lower bed density
than a large reactor, in which case the large reactor might have a higher
conversion for the same SV. Doubling CA0

would double r if the reaction is
first order, and the conversion would not change; but for other orders the
effects of CA0

would not cancel, and the conversion could change.

Example 3.5

The kinetics of benzene (B) alkylation with propylene (A) to form cumene
(C) were studied in a small fixed-bed reactor using a zeolite catalyst [4].
Some of the initial rate data for 2208C and 3.5 Mpa with different feed
ratios are given in Table 3.3. Integral reactor data are also given in Table
3.3 for a feed ratio of 10 and several space velocities. Note that the weight
hourly space velocity is based on the propylene feed rate, not the total feed
rate. The reason for the high feed ratio is to decrease formation of di-
isopropyl benzene and to limit the temperature change.

1. Derive a model and a rate equation to fit the initial rate data.
2. Integrate the rate equation to predict the conversion as a func-

tion of reciprocal space velocity, and compare the predicted and
experimental values.

104 Chapter 3

TABLE 3.3 Data for Example 3.5: Benzene Alkylation at
2208C over MCM-22 Catalyst

a. Initial rate data b. Integral reactor data, B/A¼10

B/A mole ratio r0 mol/hr,g x 103/WHSV, C3H6

5 75 0.16 4
7 65 0.31 8.2
10 50 0.40 17
20 33 0.75 39
37 18
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Solution.

1. The initial rate data show a 4.17-fold increase in rate (75/18) as
the B/A ratio goes from 37 to 5 and the mole fraction of propy-
lene changes from 1/38 to 1/6, a 6.33-fold increase. Therefore a
rate equation based on propylene adsorption is needed to fit the
fractional-order behavior. The effect of benzene concentration
cannot be determined from the data, since the mole fraction of
benzene changes by only 14%. The kinetic data are analyzed
using mole fractions instead of actually concentrations, since
the reaction takes place in the liquid phase, and the small volume
change can be neglected.

Model I : As þ B ! C Eley-Rideal mechanism

r0 ¼
kCBKACA

1þ KACA

CBCA

r0
¼ 1

kKA

þ KACA

kKA

A plot of CACB=r0 vs: CA is linear with a positive slope and
intercept (Fig. 3.10):

intercept ¼ 0:0013 ¼ 1

kKA

slope ¼ 0:0034 ¼ 1

k
k ¼ 294

KA ¼ slope

intercept
¼ 2:62

r ¼ 769CACB

1þ 2:6CA

ðiÞ

This equation fits the data with an average error of 3%. The data
can also be fitted with a Langmuir–Hinshelwood equation based
on reaction between adsorbed benzene and adsorbed propylene
but with no term for KBCB in the denominator:

r ¼ 772CACB

1þ 1:18CAð Þ2 ðiiÞ

Both equations fit the data equally well, but Eq. (i) is preferred
because it is simpler.

2. For a reaction with a feed ratio of 10, the mole fractions and rate
equation are
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CA ¼ 1� x

11

CB ¼ 10� x

11

FA dx ¼ r dW ¼ 769 1� xð Þ 10� xð ÞdW
11ð Þ2 1þ 0:236 1� xð Þð Þ

To simplify the integration, 9.5 is used as an average value of
10� xð Þ :ð

dx

1� x
1:236� 0:236xð Þ ¼

ð
769

9:5ð Þ
121

dW

FA

ln
1

1� x

� �
þ 0:236x ¼ 60:4

W

FA

¼ 60:4

LHSV

The predicted values of x are shown along with the experimental
values in Figure 3.11. The conversion is less than predicted at
high values of 1/WHSV, which might be due to inhibition by the
product or to catalyst aging. In tests at other feed ratios, the
same trend was noticed—the reaction rate decreased more
rapidly than predicted at high conversions.

Adiabatic Reactors

Reactions on solid catalysts are often carried out in adiabatic reactors if
there is little change in selectivity or the rate of catalyst aging with tempera-
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FIGURE 3.10 Test of Eley–Rideal model for benzene alkylation using initial rate
data from Example 3.5.
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ture. Examples include the oxidation of sulfur dioxide, the synthesis of
ammonia, and the water–gas shift reaction, which are all exothermic, and
the formation of styrene from ethylbenzene, an endothermic reaction. The
reactor is generally a large-diameter cylindrical vessel containing one or
more beds of catalytic particles supported on grids or heavy screens, as
shown in Figure 3.12a. Usually the gas or liquid is passed downward
through the bed to prevent fluidization. Multiple beds with cooling or heat-
ing between stages are used when it is not possible to get high conversion in
a single bed.

Another type of reactor has one or more annular beds of catalyst with
radial flow of gas either inward or outward [5], as shown in Figure 3.12b.
This type may be preferred when the diameter of an axial-flow reactor
would be much greater than the required bed depth. By putting the same
amount of catalyst in a narrower but longer reactor, the wall thickness can
be reduced and the reactor cost decreased. This is particularly important for
high-pressure reactions, such as the synthesis of ammonia.

The first step in reactor design is to calculate the equilibrium conver-
sion as a function of temperature for a given pressure and feed ratio. For a
bimolecular reversible reaction such as

Aþ B Ð C þD

�G� ¼ �H� � T �S� ¼ �RT lnKeq

ð3:53Þ
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FIGURE 3.11 Integral reactor data for benzene alkylation: Example 3.5.
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Keq ¼ PCPD

PAPB

ð3:54Þ

For a specified feed composition, the partial pressures of reactants and
products are calculated for several conversions of the limiting reactant, and
the corresponding values of Keq are computed from Eq. (3.54). Then from a
plot of ln Keq versus 1/T or the corresponding equation, the equilibrium
temperature for each conversion is obtained. For an exothermic reaction, an
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FIGURE 3.12 (a) Two-stage adiabatic reactor with intercooler. (b) Radial-flow adia-
batic reactor.
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arithmetic plot of Teq versus x will be an S-shaped curve, as shown in
Figure 3.13, with lower temperatures needed for high conversions. This
type of plot is very useful in determining the maximum conversion possible
in a single stage and the number of stages needed for high conversions.

The temperature reached in an adiabatic reactor is determined by a
simple heat balance. For an exothermic reaction, the heat generation rate
corresponding to conversion x is

QG ¼ FAx ��Hð Þ ð3:55Þ
At steady state, the energy released is equal to the increase in sensible heat
of the feed stream, since there is no heat loss to the surroundings in an
adiabatic reactor.

Qs ¼ F�Mcp T � TFð Þ ¼ QG ð3:56Þ
The heat capacity of the catalyst and the reactor wall are not included

in the heat balance, since once the steady-state temperature profile is estab-
lished, the solids cannot store any more energy, and all the heat released
must be absorbed by the flowing gas. From Eqs. (3.55) and (3.36),

T � TF ¼ FAx ��Hð Þ
F�Mcp

ð3:57Þ

Since FA ¼ FCA0
, another form of Eq. (3.57) is

T � TF ¼ CA0
x ��Hð Þ
�Mcp

ð3:58Þ
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FIGURE 3.13 Equilibrium and operating temperatures for an exothermic reaction in
an adiabatic reactor with intercooling.
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The change in temperature with conversion is shown as a straight line
in Figure 3.13, and the slope is CA0

��Hð Þ=�Mcp. Extending this line from
TF to the equilibrium curve gives the maximum possible conversion for a
single-stage adiabatic reactor. Since the net reaction rate goes to zero at
equilibrium, the actual conversion at the end of the bed is usually somewhat
less than xmax. If a higher conversion is needed, the gases are cooled in an
external exchanger and sent to a second bed. The temperature change in the
second bed is proportional to the increase in conversion, and the slope is
generally taken to be the same as for the first bed:

T2 � TF2
¼ CA0

��Hð Þ x2 � x1ð Þ
�Mcp

ð3:59Þ

In some cases, three or four beds in series are used to get nearly complete
conversion.

What is the justification for assuming a constant slope for the tem-
perature-conversion lines in Figure 3.13? The heat of reaction, the heat
capacities, the molar density change with temperature, and a rigorous deri-
vation would require numerical integration of the equation for dT/dx.
However, over a moderate temperature range, the change in dT/dx is
small and average values can be used. The recommended approach is to
evaluate �H at the feed temperature and calculate cp for the product gas
mixture at the average temperature in the bed. This corresponds to carrying
out the reaction at TF and using the energy released to heat the moles of
product gas to the final temperature, which is thermodynamically equivalent
to the actual process. Taking 100 moles of feed as a basis, with yA0

mole
fraction A, the heat balance can be written as

T � TF ¼ 100yA0
x ��Hð ÞTFP
nicpi

ð3:60Þ

where

ni ¼ moles of each gas in the product

cpi ¼ average heat capacity for TF � Tð Þ

An alternative method of operating a multistage adiabatic reactor is to
send only part of the feed to the first stage and to use the rest of the feed to
mix with and cool the hot gases between stages. The quenching could be
done in an external loop or by using multiple mixing nozzles at the bottom
of the bed or between the beds in the reactor vessel. This method avoids the
cost of heat exchangers, but each quench with fresh cold feed lowers the
average conversion. The temperature pattern is then of the type shown in
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Figure 3.14 for a three-stage converter with two quenches. This type of
converter is used for ICI’s low-pressure methanol synthesis [6].

With an endothermic reaction, the heat balance equations still apply,
but �H is positive, and the temperature decreases with increasing conver-
sion. The equilibrium temperature increases as conversion increases, so the
plots of bed temperature and equilibrium temperature have opposite slopes,
as shown in Figure 3.15. Just as for an exothermic reaction, there is a
maximum value of x for a given feed temperature and gas composition. A
higher value of TF would increase xmax, but too high a feed temperature can
lead to rapid catalyst fouling or greater formation of byproducts.

Styrene production from ethylbenzene is an example of an endother-
mic reaction carried out in adiabatic reactors. The initial feed temperature is
limited to 6208C for current catalysts, but the temperature may be increased
with time to compensate for catalyst aging. The reactor feed has several
moles of steam per mole of ethylbenzene to lower CA0

and decrease the
temperature change for a given conversion [see Eq. (3.58)]. The gases
from the first stage are reheated and sent to a second stage to get higher
conversion [7].

Optimum Reaction Temperature

For a reversible exothermic reaction, the rate increases with temperature
when the mixture is far from equilibrium, but at Teq, the net rate is zero,
since the forward and reverse rates are equal. Therefore the reaction rate
must go through a maximum at some temperature below Teq. This is illu-
strated in Figure 3.16. The reverse reaction increases more rapidly with
temperature than the forward reaction because of the differences in activa-
tion energies. The temperature for maximum rate is the optimum reaction
temperature, which may be a few degrees below or quite far from Teq.
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FIGURE 3.14 Temperatures in a three-stage adiabatic reactor with quench cooling.
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When both reactions have simple kinetics and follow the Arrhenius
relationship, an equation for Topt can be obtained. Consider the reaction
Aþ B Ð CþD:

r1 ¼ k1PAPB ¼ ae�E1=RTPAPB

r2 ¼ k2PCPD ¼ be�E2=RTPCPD

r ¼ r1 � r2

At Topt

dr

dT
¼ 0 or

dr1
dT

¼ dr2
dT
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FIGURE 3.15 Temperatures for an endothermic reaction in a two-stage adiabatic
reactor.

FIGURE 3.16 Net reaction rate for a reversible exothermic reaction.
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At constant composition,

PAPB

dk1
dT

¼ PCPD

dk2
dT

PAPBae
�E1=RT �E1

R

� �
� 1

T2

� �
¼ PCPDbe

�E2=RT �E2

R

� �
� 1

T2

� �

Canceling terms and replacing the exponential terms with k1 and k2 gives

PAPBk1E1 ¼ PCPDk2E2

k1
k2

� �
atTopt

¼ PCPD

PAPB

� �
E2

E1

� � ð3:61Þ

At equilibrium,

k1PAPB ¼ k2PCPD and
PCPD

PAPB

¼ Keq ¼ k1
k2

Therefore

Keq

� �
at Topt

¼ PCPD

PAPB

� �
E2

E1

� �
ð3:62Þ

The optimum temperature for any conversion is found by evaluating
the right-hand side of Eq. (3.62) and finding the temperature at which Keq

has that value. To solve directly for Topt, expand both sides of Eq (3.62):

LHS : Keq

� �
Topt

¼ k1
k2

¼ a

b
e
� E1þE2ð Þ

RTopt ¼ a

b
e
� �H

RTopt

RHS :
PCPD

PAPB

E2

E1

� �
¼ Keq

� �
Topt

E2

E1

� �
¼ a

b
e
� �H

RTeq
E2

E1

� �

Equating terms:

a

b
e��H=RTopt ¼ a

b
e��H=RTeq

E2

E1

� �

Taking the natural logarithm:

� �H

RTopt

¼ � �H

RTeq

þ ln
E2

E1

� �

ln
E2

E1

� �
¼ ��H

R

1

Topt

� 1

Teq

� � ð3:63Þ

For a known Teq, Eq. (3.63) can be solved for Topt:
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Example 3.6

For a reversible reaction with E2 ¼ 2E1;�H ¼ �20 kcal, and simple
kinetics, what is the value of Topt when Teq ¼ 500 K and when Teq ¼ 700 K?

Solution. From Eq. (3.63) with R ¼ 1:987 cal/mole, K:

ln 2ð Þ ¼ 20;000

1:987

1

Topt

� 1

Teq

� �
for Teq ¼ 500 K;Topt ¼ 493 K;Teq � Topt ¼ 17 K

for Teq ¼ 700 K;Topt ¼ 688 K;Teq � Topt ¼ 32 K

The difference between Teq and Topt varies with about the square of the
absolute temperature, as can be seen by rearranging Eq. (3.63):

Teq � Topt ¼ ln
E2

E1

� �
R

��H

� �
ToptTeq ð3:64Þ

Optimum Feed Temperature

For an exothermic reaction, a plot of Topt versus x will lie beneath the curve
for Teq, and the two curves will be close together at low temperature, as
shown in Figure 3.17. Much of the catalyst is at a lower-than-optimum
temperature, and the rest is above the optimum temperature.

The amount of catalyst needed depends on the feed temperature and
the conversion: if x1 is fixed, it can be shown that there is an optimum feed
temperature. If the feed temperature is so high that x1 is reached only when
T ffi Teq [line (a) in Fig. 3.17], the final rate is almost zero, and a very large
mass of catalyst would be needed. Changing the feed temperature to TF2

also requires a large amount of catalyst, since every part of the catalyst is
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FIGURE 3.17 Optimum reaction temperature for a reversible exothermic reaction.
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below the corresponding optimum temperature. Going from TF2
to TF3

would decrease the amount of catalyst needed, since each part of the catalyst
is operating at a higher rate, and there must be an optimum feed tempera-
ture between TF1

to TF3
. A more detailed analysis and simple calculations

show that for TF ¼ Topt, the final temperature is quite close to the equili-
brium value, as indicated by the solid line for case (d) and TF4

. Much of the
conversion takes place below the optimum reaction temperature, and for a
small part of the conversion the temperature is above the optimum.

For a multistage reactor, there is an optimum feed temperature for
each stage, but the intermediate conversions are also variables to be opti-
mized. For a three-stage converter with a fixed total conversion, there are
three feed temperatures and two intermediate conversions to be optimized
to get the minimum amount of catalyst.

When a reactor has been built with a deeper bed of catalyst than the
design amount to allow for possible increase in feed rate or for catalyst
decay, the proper feed temperature may vary from the calculated value of
TF;opt. Operating with TF ¼ TFopt may give a temperature profile like that of
line (a) in Figure 3.18, where there is no temperature change in the last part
of the bed because the gas is at equilibrium. In that case, a higher conversion
could be reached by lowering the feed temperature, as shown by line (b), to
increase the value of Teq. The goal should be to maximize the temperature
change across the bed, which corresponds to maximizing the conversion.

Example 3.7

A sulfuric acid plant will use the double-contact, double-adsorption (DC/
DA) process [8] to get an overall SO2 conversion of 99.5% for a feed with
11% SO2 and 10% O2. The first converter will operate at about 1.5 atmo-
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FIGURE 3.18 Temperature profiles for an adiabatic reactor. (a) Feed temperature
too high, T final ¼ T eq. (b) Lower feed temperature gives higher conversion.
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spheres with three adiabatic beds and two external coolers to give a conver-
sion of about 97%.

a. Plot the equilibrium temperature and the optimum reaction tem-
perature for the first converter as a function of SO2 conversion
using the kinetic data of Eklund [9] for commercial catalyst
pellets (7 mm � 30 mm).

b. If the conversion in the first stage is set at 0.68, what is the
optimum feed temperature? How close does the exit temperature
come to Teq?

Thermodynamic and kinetic data are given in Tables 3.4 and 3.5.

Keq ¼ PSO3

PSO2
P1=2
O2

lnKeq ¼ 11;412

T
� 10:771

Solution:

SO2 þ
1

2
O2 Ð SO3

a. Basis: 100 moles of feed

SO2 ¼ 11 1� xð Þ PSO2
¼ 11 1� xð ÞP

100� 5:5x

SO3 ¼ 11x PSO3
¼ 11xP

100� 5:5x

O2 ¼ 10 10� 5:5xð Þ PO2
¼ 10 10� 5:5xð ÞP

100� 5:5x

N2 ¼ 79X
¼ total moles ¼ 100� 5:5x
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TABLE 3.4 Thermodynamic Data for Example 3.7

cp , cal/mol, 8C

Temperature SO2 SO3 O2 N2 ��H , kcal/mol

700 K 12.17 17.86 7.89 7.35 23.27
800 K 12.53 18.61 8.06 7.51 23.08
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Let

� ¼ PSO3

PSO2
PO2

1=2
¼ x

1� x

� � 100� 5:5x

10� 5:5x

� �1=2
1

P1=2

For P ¼ 1:5; x ¼ 0:6;

� ¼ 0:6

0:4

96:7

6:7

� �1=2 1

1:51=2
¼ 4:65

ln 4:65 ¼ 11; 412

Teq

� 10:771

Teq ¼ 927 K ¼ 654�C

Repeating the calculations for other values of x gives the results
shown in Table 3.6.

The optimum temperature for each conversion is found by
trial, since the kinetics are complex and k does not follow the
Arrhenius equation.

For x ¼ 0:6;

PO2
¼ 6:7

96:7
1:5 ¼ 0:1039 atm
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TABLE 3.5 Kinetic Data for Example 3.7

T 8 C 420 440 460 480 500 520 540 560 580 600
106k 2 5.1 10.3 18 27 37.5 48 59 69 77

r ¼ k
PSO2

PSO3

� �1=2

PO2
� PSO3

PSO2
Keq

� �2
 !

; k ¼ gmol=g cat; sec;atm

TABLE 3.6 Equilibrium and Optimum
Temperatures for Example 3.7

x � T eq,K T eq,8C T opt,8C

0.5 2.99 962 689 612
0.6 4.65 927 654 592
0.7 7.53 892 619 562
0.8 13.49 853 580 536
0.9 31.88 802 529 498
0.95 69.11 760 487 466
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r ¼ k
0:4

0:6

� �
0:1039� 0:6

0:4Keq

� �2
 !

Trials show r is a maximum at T=5928C. The optimum and
equilibrium temperatures are shown in Figure 3.19. The differ-
ence between Topt and Teq is about 608C at x ¼ 0:5, and it
gradually decreases to about 208C at x ¼ 0:95. The change in
Teq-Topt is greater than for Example 3.6, because the kinetic data
show a pronounced decrease in apparent activation energy as the
temperature increases.

b. A feed temperature of 700 K is chosen for the first trial and �H
at 700 K is used to calculate the heat generated. The heat capa-
cities are evaluated at 800 K, since the temperature rise is about
2008C. For 100 moles of feed, the product gas contains

SO2 ¼ 0:32 11ð Þ ¼ 3:52 mol

SO3 ¼ 0:68 11ð Þ ¼ 7:48 mol

O2 ¼ 10� 5:5 0:68ð Þ ¼ 6:28 mol

N2 ¼ 79 mol
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FIGURE 3.19 Temperature in Stage 1 of an SO2 converter: Example 3.7.
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X
nicpi ¼ 3:52 12:53ð Þ þ 7:48 18:61ð Þ þ 6:28 8:06ð Þ þ 79 7:51ð Þ

¼ 827 cal=8C

From Eq. (3.60) for x=0.68,

T � TF ¼ 100 0:11ð Þ 0:68ð Þ þ23; 270ð Þ
827

¼ 210�C

For TF ¼ 700K ¼ 4278C;T ¼ 427þ 210 ¼ 6378C at x ¼ 0:68,
but Teq ¼ 6268C, so a feed temperature of 4278C is too high.
Try TF ¼ 683K ¼ 4108C. Neglecting the slight change in �H
and using the same heat capacities, T � TFð Þ is still 2108C.
T ¼ 410þ 210 ¼ 6208C, 68C less than Teq. The maximum con-
version for TF ¼ 4108C is 69%, the intersection of the T-versus-
x line with the equilibrium curve.

To calculate the amount of catalyst needed for TF ¼ 4108C,
the rate equation is integrated graphically after using the heat
balance line to get T for each x:

FA dx ¼ r dWð
dx

r
¼ W

FA

For x ¼ 0, the rate equation is indeterminate, since PSO3
¼ 0, so

the calculation is started at x ¼ 0:1. For x ¼ 0:1, T ¼ 4418C, and
Keq ¼ 1:83,

PO2
¼ 10� 0:55

100� 0:55
1:5 ¼ 0:143 atm

By interpolation, k ffi 5:25 :

106r ¼ 5:25
0:9

0:1

� �1=2

0:143� 0:1

0:9� 183

� �2
" #

¼ 2:25

Further calculations led to the plot of 1=r vs: x in Figure 3.20a.
The value of W=FA, the area under the curve, is 0.196.
Calculations for other feed temperatures were used to prepare
a plot of W=FA versus TF, shown in Figure 3.20b. The optimum
feed temperature is 4128C, which makes the final temperature
6228C, only 48C below Teq.
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PRESSURE DROP IN PACKED BEDS

Integration of the rate equations gives the total mass of catalyst needed, and
from the bulk density the reactor volume can then be calculated. The actual
dimensions of the catalyst bed depend on the mass velocity, which must be
chosen considering the pressure drop in the bed. For an axial-flow design, a
high mass velocity means a small reactor diameter but a long bed, which
might have quite a high pressure drop. A lower mass velocity means a
larger-diameter reactor with a shorter bed and lower pressure drop, but
the reactor diameter may be impractically large. A radial-flow design can
be considered in place of a very large-diameter axial-flow unit.

The pressure drop in a fixed bed can be calculated from the Ergun
equation [10]:

�P

L
¼ 150u0�

�sdp
� �2 1� �ð Þ2

�3
þ 1:75�u2o

�sdp

1� �
�3

� �
ð3:65Þ

The pressure drop per unit length should be predicted for inlet condi-
tions and for the estimated outlet conditions; if these are not very different,
an average value can be used to get the overall pressure drop for an approx-
imate design. If there is a large pressure drop across the catalyst bed, Eq.
(3.65) can be incorporated in the stepwise solution to determine the amount
of catalyst needed and the total pressure drop.

Possible errors in the predicted pressure drop come from the strong
dependence on external void fraction � and the shape factor �s. The void
fraction for beds of spheres or short cylinders is about 0.35 when
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FIGURE 3.20 Determining optimum feed temperature for an SO2 converter: (a)
Getting W/FA for TF ¼ 4108C. (b) W/FA for different feed temperatures.
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dp=D � 0:1, but it increases with dp=D. Void fractions for rings and special
particle shapes may be much higher. The shape factor is 1.0 for spheres
and short cylinders but is only 0.3–0.6 for rings and saddle-shaped
particles [11].

NOMENCLATURE

Symbols

C molar concentration
CSTR continuous stirred-tank reactor
cp heat capacity,
�ccp average heat capacity for gas mixture
D reactor diameter
dp particle diameter
E activation energy
F volumetric feed rate
FA molar feed rate of reactant A
KA adsorption constant
Keq Equilibrium constant
k rate constant
L; l Reactor length
LHSV liquid hourly space velocity
n number of moles
PA;PB partial pressure of A, B
PFR plug-flow reactor
Q;QG heat generation rate
QS Sensible heat
R gas constant, reactant ratio
r reaction rate
S selectivity
SV space velocity
SV 0, SV 00 other space velocities, Eqs. (3.49), (3.50)
T temperature, TF of feed, Teq equilibrium value, Topt, optimum

temperature
t time
uo superficial velocity
V volume of reactor
W mass of catalyst
x fraction converted
Y yield
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Greek Letters

�G free-energy change
�H enthalpy change
�S entropy change
� void fraction in bed
� viscosity
� pi
� fluid density
�b bed density
�m molar density
� space time = 1/SV
�s shape factor

PROBLEMS

3.1 A reaction that is first order to both reactants is carried out
isothermally in a well-mixed batch reactor with initial concentrations
CA0

¼ 1:5 M;CB0
¼ 4:0 M.

Aþ 2B ! C

k ¼ 0:024 L=mol; min

a. What reaction time is needed for 95% conversion of A?
b. What average residence time is required if the same conversion is

obtained in a CSTR?

3.2 Chlorine gas is bubbled through an organic liquid to produce
monochloro and dichloro derivatives. The pseudo-first-order rate constants
for the two reactions are 6.2 hr�1 and 1.6 hr�1:

Aþ Cl2 ! BþHCl

Bþ Cl2 ! CþHCl

a. In a batch reaction, what is the maximum yield of B and the
value of tmax?

b. What is the conversion of A and the selectivity at tmax?
c. If the reaction is stopped when the net rate of B formation is

10% of the initial rate of B formation, what would be the yield,
conversion, and selectivity?

3.3 A polymerization is carried out continuously in a series of six
identical stirred reactors.
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a. For an overall conversion of 98%, what fraction of the monomer
is converted in each stage?

b. How does total residence time compare with the reaction time
for a batch reactor operating at the same conversion?

3.4 The cracking of organic compound A to give B and C is carried
out continuously in two 1000-gallon reactors using a soluble catalyst. The
reactors are operated in series, and both are kept at 80oC. At normal con-
ditions, 92% of the feed forms B, 3% forms tar, and 5% is unreacted. The
main reaction is first order with an activation energy of 14 kcal/mol. Lab
test with pure A showed that the tar formation reaction has an activation
energy of 21 kcal/mol.

Could the conversion to B be increased by changing one or both
reaction temperatures? What conditions are optimum?

3.5 A free-radical polymerization is carried out in a CSTR with an
average residence time of 240 min. The reaction is first order to monomer M
and half order to initiator I, and the pseudo-first-order rate constant for the
monomer reaction is 2:3� 10�2 min�1 when the initiator concentration is
0.01 M. The decomposition rate constant for initiator is 4:1� 10�3 min�1.

a. With feed concentrations M0 ¼ 4 M and I ¼ 0:01 M, what con-
version is predicted for a residence time of 300 minutes?

b. About how much time would be needed in a batch reactor to
reach the same conversion?

3.6 A gas-phase hydrogenation was studied in a 1
2
-inch lab reactor

using 1
8
-inch catalyst pellets, and a conversion of 60% was found at a space

velocity of 1250 hr�1, based on the actual gas feed rate and the reactor
volume. The pellet density is 1.42 g/cm3, and the void fraction in the bed
was 0.46. The superficial velocity in the lab reactor was 0.5 ft/sec.

A large reactor with many two-inch tubes will operate at the same
space velocity but with a superficial velocity of 3.0 ft/sec. The estimated void
fraction in the bed is 0.40. What conversion is expected if the average
temperature is the same as in the lab reactor?

3.7 The H2S-promoted oxidative dehydrogenation of butene was
studied by Vodekar and Pasternak [12]. Typical run conditions were
970oF, 1 atm, Al2O3 catalyst with 20 m2/g, a gas feed with 1H2S, 0.75O2,
and 2.8N2 per mole C4H8. At a butene hourly space velocity of 300 hr�1, the
butene conversion was 83% and the butadiene yield 44%.

a. At the given conditions, what reactor volume would be needed to
produce 500 lb/hr of butadiene? (Assume plug flow and neglect
temperature gradients.)
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b. Estimate the average residence time of gases in the reactor, and
compare with the authors’ ‘‘actual contact time’’ of 0.8 sec.

3.8 A sulfuric acid plant will have a capacity of 2000 tons/day when
the SO2 converter feed is 11% SO2, 10% O2, and 79% N2.

a. For a mass flow rate of 500 lb/hr, ft2, what is the converter
diameter?

b. The catalyst is 0.8-cm � 0.8-cm cylinders that pack with a void
fraction of 0.40. What is the pressure drop in psi/ft in the
converter? Assume P ¼ 1:5 atm and T ¼ 5008C as average
conditions.

c. If a flow rate of 600 lb/hr, ft2 is used to reduce the vessel dia-
meter, how much increase would there be in �P=L and in �P for
the entire converter, assuming the same space velocity?

d. For a ring-type catalyst with a 4-mm hole in the 8-mm � 8-mm
pellets, estimate the pressure drop per foot of bed for G ¼ 500 lb/
hr, ft2.

3.9 Styrene is produced by the catalytic dehydrogenation of ethyl
benzene (EB) in a two-stage fixed-bed adiabatic reactor. Equilibrium and
heat capacity data are as given shortly.

a. Plot the equilibrium temperature as a function of conversion for
a feed with 2 kg H2O/kg EB at a total pressure of 1.5 atm.

b. If the feed enters at 620oC, what is the maximum conversion in a
single-stage reactor? (Neglect the effects of byproduct formation
and assume constant total heat capacity.)

c. If the reactor is operated under vacuum, and the average
pressure is 0.6 atm, what is the maximum conversion in a
single-stage reactor?

EB SþH2 �H ¼ 125 kJ=mol

cp;H2O ¼ 38:75 J=mol; 8C at 5508C

cp;EB ffi 270 J=mol; 8C

ln Keq ¼ 16:12� 15;380=T

3.10 In the second stage of the SO2 converter described in Example
3.7, the conversion increased from 68% to 92%.

a. What is the maximum inlet temperature?
b. What is the recommended inlet temperature?
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4
Diffusion and Reaction in Porous Catalysts

CATALYST STRUCTURE AND PROPERTIES

Solid catalysts are generally used as small particles of porous solid with most
of the active sites on the internal surfaces. Metal catalysts can be prepared
by impregnating porous supports such as Al2O3, SiO2, and TiO2 with an
aqueous solution of a metal salt, followed by drying and decomposition or
reduction to give tiny crystallites of metal deposited on the support.
Examples of this type include Ni/Al2O3, Ag/Al2O3, and Pt/SiO2. The total
surface area of the support is often 100–500 m2/g, and almost all of this
surface is internal, since the external surface is less than l m2/g. For a
spherical particle, the external area per unit mass is

aext ¼
6

dp�p
ð4:1Þ

For dp ¼ 0:1 cm and �p ¼ 2g=cm3,

aext ¼
6

0:1 2ð Þ ¼ 30 cm2=g ¼ 0:003m2=g

Thus, if impregnation leaves metal deposited over the same fraction of
external and internal surfaces of the support, a 0.1-cm particle with Sg ¼
300m2=g would have 99.999% of the metal on internal surfaces.
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Other catalysts are prepared as nearly pure porous metals (Raney
nickel, for example) or as precipitated mixtures of oxides, sulfides, or
other salts. These porous materials also have large internal surface areas
and much greater catalytic activity than if they were dense solids with reac-
tion limited to the external surface. However, active sites inside the particle
are less accessible than those on the outside, and the reaction rate often
depends on the rates of diffusion of reactants and products in the pores of
the solid.

The rate of internal diffusion depends on the porosity of the catalyst
and the size, shape, and orientation of the pores, as well as on the properties
of the diffusing species. The pores are nearly always assumed to be ran-
domly oriented cylindrical capillaries, since diffusion of gases or liquids can
then be treated with simple models. However, this is not an accurate repre-
sentation of pores in real catalysts. Many supports and catalysts are made of
tiny crystals or nearly spherical grains fused together at the points of con-
tact, and the pores are similar to the irregular void spaces in a packed bed. If
the catalyst is made by burning or leaching out part of the solid, the pores
will be irregular in cross section, and some of the pores will be dead-ended.
Bottlenecks may exist between large pores, and the pore walls may be rough
or smooth. Typical pore structures are shown in Figure 4.1.

A regular pore structure is found in crystalline zeolites or molecular
sieves; but when these materials are used as catalysts, tiny zeolite crystals
(1–2 �m) are combined with a binder to make practical-size pellets (1–5
mm). Spaces between the cemented crystals are macropores of irregular
shape and size, and diffusion in these macropores has to be considered as
well as diffusion in the micropores of the zeolite crystals. The cylindrical
capillary model is used to describe diffusion in zeolite catalyst and other
catalysts and porous solids because of its simplicity and because most of the
literature values for average pore size are based on this model. However, the
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FIGURE 4.1 Possible pore structures.
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differences between the model and pore structures of real catalysts, such as
those shown in Figure 4.1, should be kept in mind when correlating data or
predicting catalyst performance.

RANDOM CAPILLARY MODEL

Although most porous solids have a distribution of pore sizes, calculations
are usually based on an average pore size. The surface mean pore radius can
be calculated from the surface area and the pore volume. The surface area
per gram, Sg, is generally obtained from a nitrogen adsorption isotherm at
77K, using the BET method [1] to determine the amount corresponding to a
monolayer of adsorbed nitrogen. Continuing the adsorption test to values of
P=P0 close to 1.0, where the pores fill by capillary condensation, gives the
pore volume per gram, Vg. The pore volume can also be measured by
weighing a dry pellet, soaking in water or other wetting liquid, blotting to
remove excess liquid from the surface, and weighing again to get the amount
of liquid taken up. The pore volume and surface area are then expressed in
terms of the number of pores, the average pore length, and the average pore
radius:

Vg ¼ n��rr2L ð4:2Þ
The surface area of n cylindrical pores open at the ends would be n�

2�rrð ÞL if the pore walls were smooth and there were no pore intersections.
However, with a moderately high internal void fraction (� ¼ 0:3–0:6) and
randomly oriented pores, intersections are frequent, and the wall area of a
pore is reduced where two pores intersect. Since any slice through a solid
with a random pore structure will have � open fraction, the surface of the
cylindrical pores is assumed to be reduced by the same fraction, and the
surface is proportional to (1� �). Allowing for an irregular surface of the
pore walls, which increases the area by a roughness factor, r.f., the total
surface per gram is

Sg ¼ n� 2�rrð ÞL 1� �ð Þ r:f :ð Þ ð4:3Þ
Taking the ratio Sg=Vg and solving for �rr gives

�rr ¼ 2Vg

Sg

1� �ð Þ r:fð Þ ð4:4Þ

The roughness factor has not been measured for typical porous cata-
lysts, but it might range from 1 to 2, and since � is often 0.3–0.5, the product
(1 - � )(r.f.) could be about 1. Most authors ignore both terms and use a
simpler equation for the average pore size, which would be correct for
smooth-walled, nonintersecting, cylindrical pores:
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�rr ¼ 2Vg

Sg

ð4:5Þ

Equation (4.5) is used for examples in this text to be consistent with
other authors, but the assumptions underlying this equation limit the accu-
racy of the calculations concerning diffusion and reaction in porous solids.

DIFFUSION OF GASES IN SMALL PORES

Diffusion of gases in the pores of a catalyst pellet takes place because of
concentration gradients created by the chemical reactions. Consumption of
reactants leads to lower reactant concentrations and higher product con-
centrations inside the pellet than outside the pellet. The effective diffusion
coefficients for reactants and products are predicted using models of the
pore structure, and the first step is estimating the diffusion coefficient for
a gas in a straight cylindrical pore. If the pore diameter is much smaller than
the mean free path in the gas phase (about 1000 Å for air at 2008C, 1 atm),
diffusion is affected mainly by collisions of molecules with the pore wall
rather than by collisions between molecules. In the limit of negligible
molecule–molecule collisions, the transport process is called Knudsen flow.
The ratio of flux to concentration gradient is the Knudsen diffusivity, Dk,
which is proportional to the pore size and the average molecular velocity.
For a cylindrical pore,

DK ¼ 2

3
r �vv ð4:6Þ

A convenient form of the equation is

DK ¼ 9700r
T

M

� �1=2

ð4:7Þ

where

DK ¼ Knudsen diffusivity; cm2=sec

r ¼ pore radius; cm

T ¼ absolute temperature; K

M ¼ molecular weight

�vv ¼ average molecular velocity; cm=sec

In the derivation for Knudsen flow, molecules striking the wall are
assumed to be temporarily adsorbed and then to leave the surface at
random angles (diffuse reflection). Molecules move down a pore in a series
of random jumps, some shorter than the pore diameter and some much
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longer, and some jumps will be in the reverse direction, as illustrated in
Figure (4.2).

Diffusion in the bulk gas is also a random walk process, and the
similarity is brought out by the following approximate equation for binary
gas diffusion:

DAB ¼ 1

3
	 �vv ð4:8Þ

where

DAB ¼ bulk diffusivity for a mixture of A and B

	 ¼ mean free path in gas phase

�vv ¼ mean molecular velocity

Note that if 2r is taken as a reasonable estimate for the mean jump length or
mean free path in a cylindrical pore, Eqs. (4.8) and (4.6) are equivalent. A
table of bulk diffusivities for some pairs of gases is given in the appendix.

For pores smaller than the mean free path but not small enough to
have only Knudsen flow, the diffusion flux in the pore is affected by mole-
cule–wall collisions and molecule–molecule collisions. Considering both
types of collisions as resistances to diffusion leads to the following equation
for the pore diffusion coefficient:

1

Dpore

¼ 1

DK

þ 1

DAB

ð4:9Þ

For very small pores, Dpore approaches DK, and Eq. (4.7) can be used
for Dpore. For pores much larger than the mean free path, DK is much
greater than DAB, and Dpore approaches DAB. However, the change from
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FIGURE 4.2 Knudsen diffusion in a cylindrical pore.
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Knudsen flow to bulk diffusion is a gradual transition that covers about two
orders of magnitude in pore size, as shown by Figure (4.3). Both terms in
Eq. (4.9) are significant in many cases of industrial importance.

The effects of several variables on DK and DAB are compared in Table
4.1.

Temperature has a greater effect on DAB than on DK, because the
mean free path increases with about T1.0 in addition to the T0.5 change in
average molecular velocity. Raising the pressure decreases DAB, because the
increase in density decreases the mean free path. However, pressure has no
effect on DK, because bimolecular collisions are neglected in the derivation
for Knudsen flow. The binary diffusivity DAB depends on the velocities and
diameters of both species and decreases when the molecular weight of either
gas increases, though not according to a simple power function. When
several gases are present, DAM, the diffusivity of A in the mixture must be
calculated from the diffusivities of each pair of components. However, when
Knudsen diffusion dominates, DA is independent of the properties of other
gases in the mixture, which makes calculations much easier. For reactions
with a change in the number of moles, any net flow into or out of the
catalyst should be considered if bulk diffusion dominates, but the net flow
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FIGURE 4.3 Transition from Knudsen flow to bulk diffusion.
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has no effect on Knudsen diffusion. The net flow effect is neglected for
examples in this chapter.

For pores only slightly larger than the size of the molecules, the diffu-
sivity is much less than that predicted by Eq. (4.7). For example, measured
diffusion coefficients of n-alkanes in zeolite crystals (molecular sieves) range
from 10�9 to 10�12 cm2/sec, compared to about 10�4 cm2/sec from Eq.
(4.7) [2]. The shape of the molecule is very important, and branched or
cyclic molecules such as isobutane and cyclohexane are excluded from zeo-
lites that permit entry of linear paraffins of the same or higher molecular
weight. There is also a large effect of temperature, with activation energies
of 3–15 kcal for hydrocarbon diffusion in zeolites.

Theories for diffusion in zeolites are not yet sufficiently developed
to give reliable predictions, but experimental data are available for many
systems.

EFFECTIVE DIFFUSIVITY

The pore diffusion coefficient, Dpore, is the flux per unit cross-sectional area
normal to the pore axis divided by the concentration gradient along the axis.
The pores are generally at random angles to the external surface, but the
effective diffusivity De is based on the gradient normal to the surface (radial
gradient for a spherical particle) and on the entire cross section of the
particle. For a solid with internal void fraction � and a random pure struc-
ture, the fraction open area for any slice through the solid is also �.
Therefore the effective diffusivity can be no higher than �Dpore. For a
pore that is not perpendicular to the outer surface, the area normal to the
pore axis is less than the open area exposed by a cut parallel to the surface. If
all the pores are at random angles to the outer surface, the cross-sectional
area available for diffusion is less than the open area by a factor that
depends on the average angle of the pores. This same angle factor makes
the average concentration gradient along the pore axis less than the gradient
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TABLE 4.1 Comparison of Knudsen and Bulk Diffusion

Variable Knudsen diffusion Bulk diffusion

Temperature DK / T 1=2 DAB / T 1:5�2

Pressure No effect DAB / P�1

Pore size DK / r No effect
Other molecules No effect DAB " as MB #
Net flow No effect Reverse flow of B

decreases flux of A
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measured normal to the surface. These two factors are combined into a
tortuosity �, which is included in the equation for De:

De ¼ Dpore

�

�
ð4:10Þ

The tortuosity is sometimes considered to be the average length of the
tortuous path through a network of pores relative to the straight-line dis-
tance through the particle. However, because of the difference between the
open area and the area normal to the pore axis, as explained previously, the
tortuosity is approximately the square of the path length ratio, and � values
of 2–3 would be reasonable. Measured values of � [found from Eq. (4.10)]
generally range from 2 to 6, but values as low as 0.6 and higher than 10 have
been reported. The tortuosity should be considered an empirical correction
factor for random orientation of the pores and for errors in predictions of
Dpore. Very low or very high values of � are a warning of possible experi-
mental error or errors in predicting Dpore. A very high � could be caused by a
large fraction of dead-end pores or a low-porosity skin on the pellet surface.
A value of � less than 1.0 can arise if the distribution of pore sizes is not
properly accounted for.

The effective diffusivity can be measured directly by the Wicke–
Kallenbach method [3]. A cylindrical pellet is forced into a short plastic
sleeve connecting two gas streams so that opposite faces of the pellet are
exposed to different flowing gases at the same pressure, as shown in
Figure 4.4. Inexpensive gases such as N2 and He are often used. The flow
rates are adjusted to be much greater than the diffusion flux, and De is
determined for each gas from the flow rate and exit gas analysis of the
other stream and the concentration gradient. The method can also be
used for a sphere if the plastic tubing is stretched to give a tight fit over
much of the surface.

Another method of obtaining De is to measure the dispersion of a
pulse of tracer gas introduced into a carrier gas passing through a packed
bed of particles. Tests at different gas velocities are used to separate the
broadening due to external mass transfer and axial dispersion from that
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FIGURE 4.4 Wicke–Kallenbach method for measuring effective diffusivity.
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caused by internal diffusion [4]. This method can be applied to particles of
any shape.

Measurements of De are usually made at ambient conditions using
simple gases such as N2, He, H2, and CO2. To predict De for the same
catalyst under reaction conditions, the effects of changes in temperature,
pressure, and gas composition must be accounted for. One approach is to
predict Dpore for the test gas (say, He) from Eqs. (4.5), (4.7), and (4.9) and to
calculate � from Eq. (4.10) using measured values of De and r. Then Dpore is
predicted for the reactants at various reaction temperatures and pressures,
and the same values of � and � are used to get De from Eq. (4.10). The
relative importance of Knudsen diffusion and bulk diffusion may change
with reaction conditions, but � and � should be constant.

A simpler approach is possible if either bulk diffusion or Knudsen
diffusion is dominant at both ambient (reference) conditions and reaction
conditions. For Knudsen flow, the effective diffusivity for any component
can be calculated just from the ratio of temperatures and molecular weights,
as indicated by Eq. (4.7). When He is the test gas,

DeA ¼ DeHe

4

MA

� T

Tref

� �0:5

ð4:11Þ

If bulk diffusion dominates at reference conditions and reaction conditions,
the ratio of bulk diffusivities is used to convert measured values to reaction
conditions, or �=� is obtained from the De measurement at reference condi-
tions.

Example 4.1

The gas-phase chlorination of methane is carried out using 1/4" by 1/4"
cylindrical catalyst pellets. The catalyst properties are Sg ¼ 235 m2=g,
Vg ¼ 0:29 cm3=g, and �p ¼ 1:41g=cm3. The effective diffusivity for He in
N2 at 1 atm at 208C was 0.0065 cm2/sec, measured by the Wicke–
Kallenbach test.

a. Predict De for Cl2 at the typical reaction conditions of 3008C, 1.5
atm, 20% Cl2, 80% CH4.

b. Calculate the tortuosity.
c. Predict De for Cl2 at 3008C, 15 atm, 20% Cl2, 80% CH4.

Solution. Calculate the mean pore radius using Eq. (4.5).

a. �rr ¼ 2 0:29ð Þ
235� 104

¼ 2:47� 10�7cm ¼ 24:7Å

T ¼ 573 K; assume mostly Knudsen flow. At 3008C,
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De;Cl2 ¼ De;He

MHe

MCl2

� T

293

� �0:5

¼ 0:0065
4

70:9
� 573

293

� �0:5

¼ 2:16� 10�3 cm2=sec

b. Get Dpore at 208C for He.

DK ¼ 9700ð2:47� 10�7Þ 293

4

� �0:5

¼ 2:05� 10�2 cm2=sec

DAB ¼ 0:73 cm2=sec at 1 atm; 298 K ½5	

DAB ¼ 0:73
293

298

� �1:7

¼ 0:71 cm2=2sec at 1:5 atm; 293 K

1

Dpore

¼ 1

2:05� 10�2
þ 1

0:71

Dpore ¼ 1:99� 10�2 cm2=sec

� ¼ Vg�p ¼ 0:29 cm3=g� 1:41 g=cm3 ¼ 0:409

� ¼ Dpore�

De

¼ 1:99� 10�2 0:409ð Þ
0:0065

¼ 1:25

This value of � is quite low, and it suggests that a significant fraction of the
pores may be much larger than 25 Å in radius. The effect of pore size
distribution is illustrated later (Examples 4.2, 4.5).

c. At 1 atm, 273 K,

DCl2=CH4
¼ 0:15 cm2=sec

At 15 atm, 3008C,

DCl2=CH4
ffi 0:15

15

573

273

� �1:7

¼ 0:035 cm2=sec

DK;Cl2 ¼ 9700 2:47� 10�7
� � 573

70:9

� �0:5

¼ 6:81� 10�3 cm2=sec

136 Chapter 4

Copyright © 2003 by Taylor & Francis Group LLC



1

Dpore

¼ 1

0:035
þ 1

6:81� 10�3
¼ 175

Dpore ¼ 5:7� 10�3 cm2=sec

De ¼
5:7� 10�3 0:409ð Þ

1:25
¼ 1:87� 10�3 cm2=sec

At the higher pressure, bulk diffusion becomes significant and lowers the
value of De.

PORE SIZE DISTRIBUTION

Although the average pore size is often given as one of the important phy-
sical properties of a catalyst, the distribution of pore sizes can have a major
effect on the performance and should also be reported. If some of the sur-
face area is in very small pores, large molecules can be excluded, which may
or may not be desirable. Even if all the interior surface is accessible to
reactants, reactions that are limited by the rate of diffusion may benefit
from having a wide distribution of pore sizes even if the total surface area
is thereby reduced.

Pore size distributions are routinely measured using the mercury pene-
tration test. Liquid mercury, which does not wet most solids, is forced into
the pores under successively higher pressures. The pressure required to fill a
cylindrical pore of radius r is [6]

P ¼ 2
 cos �ð Þ
r

¼ 5:95� 10�4

r
ð4:12Þ

where

P ¼ pressure; atm


 ¼ surface tension

r ¼ pore radius; cm

� ¼ contact angle; 130 to 1408

This method can be used to get the pore size distribution for pores down to
about 100-Å radius (P ¼ 594 atm). However, the method is based on the
cylindrical capillary model and does not allow for bottlenecks or for pores
of irregular cross section.

The second method of obtaining the pore size distribution is based on
interpretation of the adsorption isotherms for N2 or other gases. The calcu-
lations allow for multilayer adsorption and eventually pore filling by capil-
lary condensation [1]. Sometimes the adsorption and desorption plots show
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a hysteresis loop at high relative pressures, and it is not clear which branch
of the isotherm should be used to calculate pore sizes. The two methods are
complementary, since adsorption isotherms give data for small pores and
mercury penetration is applicable to large pores. If only adsorption mea-
surements are available, the size distribution of small pores can be calculated
and the rest of the pore volume lumped together as macropores. The exact
size distribution of the macropores (r > 1000 Å) is usually unimportant, as
long as the pores are large enough to have bulk diffusion.

Data on pore size distribution can be presented as a plot of cumulative
pore volume against pore radius, as shown in Figure 4.5 for pellets made
from porous alumina particles. The particles have micropores of 20- to 100-
Å radius that contribute about 0.4 cm3/g to the total pore volume. The
remainder of the pore volume is in macropores, the spaces between the
small particles, and the macropore volume depends on the pelletizing pres-
sure. Figure 4.5b is an alternate plot of the data, which shows more clearly
the pronounced bimodal pore size distribution obtained at low pelletizing
pressure. Increasing the pressure reduces the macropore volume, but it does
not affect the micropores.

Where large and small pores are distributed throughout a catalyst and
the pores are randomly oriented as in Figure 4.1a, a molecule diffusing into
the catalyst will follow a tortuous path through many short, interconnected
pore segments. A key to modeling the flux in such a solid is the recognition
that pore intersections must be very frequent because of the high porosity.
Therefore, the average length of the pore segments is close to the pore
diameter, and since this is usually several orders of magnitude smaller
than the particle size, a molecule diffusing an appreciable distance into a
catalyst will pass through a great many pore segments. Although pore seg-
ments of small diameter will give higher incremental conversions for a given
length than large pores (because of the greater surface area per unit volume
and the lower flow into the pore), mixing will occur by molecular diffusion
at pore intersections, and the reactant concentration at any distance from
the external surface should be essentially the same in pores of all sizes. The
radial concentration gradient for a spherical pellet or the gradient normal to
the surface for a flat slab is then the driving force for diffusion into the
catalyst, and gradients in individual pores do not need to be considered. The
diffusion flux is the sum of the fluxes in pores of all sizes, and an average
pore diffusivity is obtained by using either the pore volume or the void
fraction as a weighting factor:

�DDpore ¼
P

Dpore;iViP
Vi ¼ Vg

ð4:13Þ
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or

�DDpore ¼
P

Dpore;i�i
�

ð4:14Þ

The effective diffusivity and flux are defined in the same way as for uniform
pores:
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FIGURE 4.5 Pore volume in alumina pellets: (a) Cumulative pore volume. (b) Pore
volume distribution. (From Ref. 7 with permission from author and publisher.)
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De ¼
�DDpore�

�
ð4:15Þ

JA ¼ DeA

dCA

dr

� �
ð4:16Þ

The method of allowing for pore size distribution is called the random
intersecting pore model. A similar result for De was obtained based on a
‘‘parallel-path model’’ [8,9], but this name is misleading, since if the pores
were parallel and nonintersecting, the reactant concentration gradient would
be different for each pore size. An alternate model for De, the ‘‘random pore
model’’ of Wakao and Smith [4,10] is based on the probability that short
segments of macropores or micropores (all normal to the surface) will over-
lap. This model applies only to a bimodal distribution; and although it does
not include a tortuosity, it gives reasonable results for moderate values of �a
the macropore void fraction. Their model includes a term proportional to
�2a and may not be valid for low or high values of �a.

To use Eq. (4.13), the pore size distribution is approximated using a
small number of size intervals or by using just two or three categories;
micropores (d < 100Å), mesopores (100–1000Å), and macropores
(d > 1000Å). When the catalyst has a strongly bimodal distribution, the
pore volume is generally divided into micropores and macropores.
Knudsen diffusion often dominates in the micropores. The average size of
the micropores must then be carefully determined, but the size of the macro-
pores is not critical, since the bulk diffusivity does not depend on pore size.
Since Da, the diffusivity in the macropores, may be more than 10 times Di,
the micropore diffusivity, a small fraction of macropores can greatly
increase the average pore diffusivity [11]. If the distribution of pore sizes
is not allowed for in such a case and Dpore is based on �rr , then an abnormally
low value of � may be obtained, as shown in Example 4.2.

Example 4.2

a. Predict the effective diffusivity of O2 in air at 2008C and 1 atm
for a catalyst with the following properties:

Sg ¼ 150 m2=g

Vg ¼ 0:45 cm3=g

Vi ¼ 0:30 cm3=g micropores; �rri ¼ 40 Å

Va ¼ 0:15 cm3=g macropores; �rra ¼ 2000 Å

�p ¼ 1:2 g=cm3

� ¼ 2:5
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b. Calculate the surface mean pore radius for this catalyst and the
corresponding value of Dpore. If this value of Dpore is used with
the value of De predicted in part (a), what would be the tortu-
osity?

Solution.

a. � ¼ Vg�p ¼ 0:45� 1:2 ¼ 0:54

For N2–O2 at 1 atm, 2008C,

DAB ffi 0:49 cm2=sec

For micropores,

DK ¼ 9700 40� 10�8
� � ffiffiffiffiffiffiffiffi

493

32

r
¼ 0:0152 cm2=sec

Dpore ¼
1

1=0:0152þ 1=0:49
¼ 0:0147 cm2=sec

For macropores,

DK ¼ 9700 2000� 10�8
� � ffiffiffiffiffiffiffiffi

493

32

r
¼ 0:761 cm2=sec

Dpore ¼ 0:298 cm2=sec

�DDpore ¼
0:30 0:0147ð Þ þ 0:15 0:298ð Þ

0:45
¼ 0:109 cm2=sec

De ¼
� �DDpore

�
¼ 0:54 0:109ð Þ

2:5
¼ 2:35� 10�2 cm2=sec

b: �rr ¼ 2Vg

Sg

¼ 2 0:45ð Þ
150� 104

¼ 6� 10�7cm ¼ 60 Å

DK ¼ 9700 60� 10�8
� � ffiffiffiffiffiffiffiffi

293

32

r
¼ 2:28� 10�2 cm2=sec

Dpore ¼ 2:18� 10�2 cm2=sec

� ¼ 2:18� 10�2

2:35� 10�2
0:54ð Þ ¼ 0:50

A tortuosity less than 1.0 has no physical significance and indicates
what can happen if the pore size distribution is not allowed for.
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DIFFUSION OF LIQUIDS IN CATALYSTS

Liquid-phase catalytic reactions can be carried out using a packed bed of
catalyst pellets or by suspending fine particles of catalyst in a stirred reactor
or bubble column. Diffusion coefficients in liquids are generally 10�6–
10�4cm2/sec, three to five orders of magnitude lower than for gases at stan-
dard conditions. This makes pore diffusion effects quite important for
liquid-phase reactions and may lead to the choice of powdered catalysts
rather than large particles or pellets. However, even for particles as small
as 20 microns, there may be significant pore diffusion effects, as in the case
for some catalytic hydrogenations [12].

There is no equation comparable to the Knudsen equation for diffu-
sion of liquids in small pores, but the pore walls do limit the movement of
molecules and cause a decrease in the diffusivity. Diffusion coefficients can
be predicted from the bulk diffusivity and a hindrance factor that depends
on the pore size and the solute size. For moderate-molecular-weight solutes,
the empirical Wilke–Chang equation is used for the bulk diffusivity [13]:

DAB ¼ 7:4� 10�8 T

�

xMBð Þ1=2
V0:6

A

ð4:17Þ

where

DAB ¼ diffusivity of solute A in solvent B; cm2= sec

MB ¼ molecular weight of solvent

T ¼ absolute temperature; K

� ¼ viscosity; cP

VA ¼ molar volume at boiling point; cm3=mol

x ¼ association parameter; ð2:6 for H20;

1:9 for CH3OH; 1:5 for C2H5OH;

and 1:0 for unassociated solventsÞ

The hindrance factor for liquid-filled pores depends on the size of the
solute molecule relative to the diameter of the pore. For a spherical molecule
in a cylindrical pore [14],

Dpore

Dbulk

¼ 1� 	ð Þ2 1� 2:1	þ 2:01	2 � 0:95	3
� � ð4:18Þ

where
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	 ¼ ds
dp

ds ¼ solute diameter

dp ¼ pore diameter

A simpler equation that fits most data about as well is

Dpore

Dbulk

¼ 1� 	ð Þ4 ð4:19Þ

For nonspherical molecules, it is not clear what effective diameter to
use in Eq. (4.18). Measurements of De for n-paraffins diffusing into silica-
alumina beads gave the same hindrance factor for C6, C10, and C16, and the
data were correlated using the same ds, the diameter of the smallest cylinder
that the molecules would fit in without distortion [15]. However, other
molecules that adsorbed on the surface gave much lower hindrance factors.

EFFECT OF PORE DIFFUSION ON REACTION RATE

First-Order Reaction

As the reaction rate in a catalyst particle is increased, the concentration
gradients needed to bring reactants to the particle and the gradients inside
the particle become larger. Usually internal diffusion is more important than
external diffusion, because De is much less than DAB, and the average diffu-
sion distance inside the particle is greater than the external film thickness.
Therefore external mass transfer effects are neglected for a preliminary
analysis, and the concentrations at the particle surface are assumed to be
the same as in the bulk fluid. Since mass transfer through the external film is
a process in series with mass transfer and reaction inside the porous catalyst,
the two effects can easily be combined later.

The equations for simultaneous pore diffusion and reaction were
solved independently by Thiele and by Zeldovitch [16,17]. They assumed a
straight cylindrical pore with a first-order reaction on the surface, and they
showed how pore length, diffusivity, and rate constant influenced the overall
reaction rate. Their solution cannot be directly adapted to a catalyst pellet,
since the number of pores decreases going toward the center and assuming
an average pore length would introduce some error. The approach used here
is that of Wheeler [18] and Weisz [19], who considered reactions in a porous
sphere and related the diffusion flux to the effective diffusivity, De. The basic
equation is a material balance on a thin shell within the sphere. The differ-
ence between the steady-state flux of reactant into and out of the shell is the
amount consumed by reaction.
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Consider the volume element between r and rþ dr, as shown in
Figure 4.6. Assume a simple first-order irreversible reaction, and assume
the temperature is uniform so that De and k are constant. The effect of
internal and external temperature gradients is discussed in the next chapter.

The reaction rate is expressed per unit volume of pellet, which makes
the units of k sec�1.

A �! Bþ C

r ¼ kC

where

r ¼ moles A=sec; cm3pellet

C ¼ moles A=cm3gas

k ¼ sec�1ðmoles A reacting=sec; cm3 pellet; moleA=cm3 gasÞ
The material balance is

in by diffusion � out by diffusion ¼ amount reacting

4� rþ drð Þ2De

dC

dr
þ d2C

dr2
dr

 !
� 4�r2De

dC

dr

� �
¼ 4�r2dr kC ð4:20Þ

Neglecting terms with (dr)2 and rearranging gives

2

r

dC

dr

� �
þ d2C

dr2
¼ kC

De

ð4:21Þ

The boundary conditions are

C ¼ Cs at r ¼ R

dC

dr
¼ 0 at r ¼ 0 ðno diffusion past the centerÞ
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FIGURE 4.6 Model for diffusion and reaction in a sphere.
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Integration of Eq. (4.21) shows that the concentration profile depends on
the distance ratio r=RÞð and a dimensionless parameter � called the Thiele
modulus:

C ¼ Cs

sinh �r=Rð Þ
r=R sinh �ð Þ ð4:22Þ

� ¼ R
k

De

� �1=2

ð4:23Þ

Concentration profiles are plotted in Figure (4.7) for several values of
�. For � ¼ 1, the concentration drops to 0.85Cs at the center, which means
15% lower reaction rate. However, most of the pellet has a concentration
much closer to Cs, and taking r=R ¼ 0:8 as an average distance (since this
divides the sphere into two nearly equal parts), the average concentration is
about 0.94Cs, giving a 6% reduction in rate compared to that at the surface.
A value of � ¼ 1 is generally taken to indicate the onset of diffusion limita-
tions.

For � ¼ 3, the concentration decreases to 0.3Cs at the center, and the
profile suggests a moderate effect of diffusion on the average rate. For
� � 5, the concentration at the center is almost zero, and the reaction rate
will be very low in the central part of the catalyst. The average reaction rate
could be found by integrating the concentration profile, but a simpler
approach is based on the diffusion flux. The amount of reactant entering
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FIGURE 4.7 Reactant concentration gradients in a sphere for a first-order reaction.
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the particle must equal that consumed at steady state, so Eq. (4.22) is
differentiated to get the flux.

dC

dr
¼ Cs �=Rð Þ cosh �r=Rð Þ � Cs=rð Þ sinh �r=Rð Þ

r=Rð Þ sinh �ð Þ ð4:24Þ

The derivative is evaluated at the pellet surface:

dC

dr

� �
R

¼ Cs

R

� cosh �ð Þ � sinh �ð Þ
sinh �ð Þ

� �
¼ �

Cs

R

1

tanh �ð Þ �
1

�

� �
ð4:25Þ

The overall rate is the diffusion flux into the pellet:

rate per pellet ¼ 4�R2De

dC

dr

� �
R

ð4:26Þ

¼ 4�R2De�
Cs

R

1

tanh �ð Þ �
1

�

� �
ð4:27Þ

The overall rate per pellet (or per unit volume or mass of pellet)
divided by the rate that would exist if there were no diffusion limitations
is defined as the effectiveness factor, �:

� ¼ overall reaction rate

reaction rate based on external conditions
ð4:28Þ

For the first-order case,

� ¼
4�RDe�Cs

1

tanh �ð Þ �
1

�

� �
4

3
�R3kCs

ð4:29Þ

� ¼ 3De�

R2k

1

tanh �ð Þ �
1

�

� �
ð4:30Þ

since �2 ¼ R2k=De;

� ¼ 3

�

1

tanh �ð Þ �
1

�

� �
ð4:31Þ

Equation (4.31) gives the effectiveness factor for a first order, irrever-
sible, isothermal reaction in a sphere. The actual reaction rate is the effec-
tiveness factor times the ideal rate, the rate for reactant concentration
throughout the pellet equal to the concentration at the external surface:

r ¼ �kCs ð4:32Þ
where
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r ¼ moles=sec; cm3 pellet

k ¼ moles=sec; cm3 pellet; mole=cm3 ¼ sec�1

For gas-phase reactions, it is often more convenient to base the rate on
a unit mass of catalyst and to use partial pressure as the driving force for
reaction. The rate equation then becomes:

r ¼ �kPA ð4:33Þ
where

r ¼ moles=sec; g catalyst

k ¼ moles=sec; g; atm

Primes or subscripts could be used to identify rate constants based on
a unit mass of catalyst or on a unit volume of catalyst and those based on
partial pressure or on concentration of reactant, but this notation would be
cumbersome and perhaps confusing. In most cases, a simple k denotes the
kinetic constant, but the units must be carefully checked for consistency. In
the Thiele modulus, kmust be expressed in sec�1, [Eq. (4.23)] but once � and
� are evaluated, other definitions of k can be used, as in Eq. (4.33).

Values of � can be obtained from Eq. (4.31) or from the plot in
Figure 4.8, where the solution for first-order kinetics is the middle one of
the three solid lines. For � ¼ 1:0; � ¼ 0:94, and this marks the onset of
significant diffusion effects. For � < 1, the diffusion effect can be neglected
for design calculations. For the intermediate region, 1 < � < 5, there is a
small to moderate effect of diffusion. For � > 5; � varies almost inversely
with �, since tanh(� ) approaches 1.0 and � approaches 3/�. In this region,
the reaction is sometimes said to be diffusion controlled, but this could be
misleading, since the rate also depends on the kinetic rate constant.
However, the term pore diffusion limitation is generally used for this region.

For � > 10; � ffi 3=�,

r ¼ �kCs ¼
3kCs

R
ffiffiffiffiffiffiffiffiffiffiffi
k=De

p ¼ 3Cs

R

ffiffiffiffiffiffiffiffi
kDe

p
ð4:34Þ

Thus the rate varies with the square root of the rate constant and the square
root of the diffusivity, and there is no single controlling step.

To illustrate how both De and k influence the rate when � is large,
consider an example where � ¼ 10 and the concentration profile is as shown
in Figure 4.7. The horizontal bars on the curves mark the effectiveness
factor or average internal concentration ratio. If De is increased fourfold
by changing the pore structure without changing k, � would be 5, and the
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concentration gradient at the surface would be only about half as steep.
Then the actual flux (and reaction rate) would increase only about twofold
in spite of the fourfold increase in De. The exact factor of increase would be
the ratio of � values, or 0:48=0:27 ¼ 1:78. If k was increased fourfold to
make � ¼ 20, the reaction rate per particle would go up only about twofold,
because the faster consumption of reactant requires a steeper concentration
profile so that diffusion can keep up. As shown in Figure 4.7, the reaction
takes place closer to the surface for � ¼ 20, and the average concentration
decreases to about half the original value. The net change in reaction rate is
4� 0:14=0:27 ¼ 2:1.

In the region of strong pore diffusion effects, the rate varies inversely
with particle size, as shown by Eq. (4.34). Experimental tests with different
particle sizes are often used to check for pore diffusion limitations. If the
rate varies with R�1, the effectiveness factor is low, but the value of � cannot
be determined. If the rate increases less than twofold when R is halved, the
data can perhaps be fitted to the appropriate curve in Figure 4.8 to deter-
mine � and � for both sizes and thus obtain the true kinetic constant.
However, more accurate values of k, �, and � are obtained when crushed
catalyst is tested and the particle size is reduced until there is no further
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FIGURE 4.8 Isothermal effectiveness factors for spheres.
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increase in rate as R is decreased. The system is then free of diffusion effects,
and � ¼ 1:0. For other sizes, � can be obtained directly from the ratio of
reaction rates.

Although crushed catalyst or very small pellets can be used in lab tests
to get intrinsic kinetic data, much larger pellets may be desired in the com-
mercial reactor. For fixed-bed reactors, the lower pressure drop, better heat
transfer, and lower cost per pound of large pellets must be considered as well
as the effectiveness factor. If 1/8" pellets give � ¼ 0:5 and � = 0.98, increas-
ing dp to 1/4", with � ¼ 1:0 and � ¼ 0:94, might give savings in operating
cost that would more than offset the need to use slightly more catalyst.

Effect of Temperature

In the region of strong pore diffusion limitations, the reaction rate will
increase less rapidly with increasing temperature than if diffusion effects
are absent. If the rate constant follows the Arrhenius relationship and
Knudsen diffusion dominates, the apparent activation energy is about half
the true value:

r /
ffiffiffiffiffiffiffiffi
kDe

p
k ¼ Ae�E=RT ; De / T1=2

At high �,

r / e�E=2RT1=4 ð4:35Þ
When kinetic data are taken over a very wide range of temperatures,

the plot of ln(k) vs. 1/T may show a straight line at low temperatures (slope
¼ E=R) followed by a gradual transition to another straight line with a slope
half as great. Such a plot would be good evidence for pore diffusion limita-
tions at the higher temperatures. A plot with a slight curvature does not
prove that pore diffusion is becoming important, since reactions with com-
plex kinetics may not follow the Arrhenius equation; with several rate con-
stants and adsorption constants all changing with temperature, the
controlling step may change with temperature, or no one step may be con-
trolling. Also, a low value of the apparent activation energy does not indi-
cate pore diffusion limitation unless the true activation energy has been
clearly established by other tests with fine particles of the same catalyst.

As the reaction rate increases in the region of low effectiveness factors,
external mass transfer becomes important and eventually controls the over-
all rate. Since bulk diffusivity in gases depends on T 1.5–2.0, the apparent
activation energy will show a further decrease, and the plot of rate vs. 1/T
will be as shown in Figure 4.9. Sometimes the transition from the pore
diffusion region to the external mass transfer region occurs over a small
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temperature range, and the rate plot is a smooth curve with no straight line
portions.

Other Reaction Orders

For a second-order reaction, the basic equation is similar to Eq. (4.21) but
with the right-hand term replaced with k2C

2=De. The Thiele modulus is
based on k2Cs, which has the units of a first-order rate constant:

�2 ¼ R

ffiffiffiffiffiffiffiffiffiffi
k2Cs

De

s
ð4:36Þ

The concentration profiles are similar to those in Figure 4.7, and the
effectiveness factors are plotted in Figure 4.8. For a given �, the effective-
ness factor for second-order is lower than for a first-order reaction, since a
decrease in average concentration has more effect for the higher-order reac-
tions. The solution for second-order reactions applies only where the rate is
proportional to the square of the concentration of a single reactant, which is
rarely the case. For a bimolecular reaction with a rate proportional to both
reactant concentrations, r ¼ k2CACB, the solution for second-order kinetics
can be used if the initial concentrations are equal and if the diffusivities of A
and B are nearly the same. If reactant B is in considerable excess, the reac-
tion could be considered pseudo-first-order with k ¼ k2CB and Eq. (4.31)
used for a reasonable approximation of �.

Some heterogeneous reactions are nearly zero order because of strong
reactant adsorption. The basic equation for pore diffusion with a zero-order
reaction is
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FIGURE 4.9 Effect of temperature on reaction in porous catalysts.
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2

r

dC

dr
þ d2C

dr2
¼ k0

De

ð4:37Þ

Concentration profiles develop inside the pellet, but there is no change
in reaction rate as long as any reactant is present. The concentration profile
when reactant is present throughout the pellet is

C ¼ Cs 1� �
2
0

6
1� r

R

� �2" #
ð4:38Þ

�0 ¼ R

ffiffiffiffiffiffiffiffiffiffiffi
k0

CsDe

s
ð4:39Þ

Note that k0/Cs has the units of a first-order rate constant.
As �0 increases, the concentration at the center decreases and becomes

zero at a critical value of �. The critical modulus is �0 ¼
ffiffiffi
6

p
, which corre-

sponds to C ¼ 0 at r ¼ 0. For higher values of �0, Eq. (4.38) cannot be used,
since it gives negative values for C. With a zero-order reaction and �0 >

ffiffiffi
6

p
,

C becomes zero at a radius r0, and there is no reaction in the particle from
this point to the center. The value of �0 for a fixed r0 is given by the equation

r0
R

� �3
� 3

2

r0
R

� �2
þ 1

2
¼ 3

�20
ð4:40Þ

The effectiveness factor is the fraction of the sphere volume where
reaction takes place:

�0 ¼ 1� r0
R

� �3
ð4:41Þ

The effectiveness factor curve for a zero-order reaction is included in
Figure (4.8). The curve lies about 40% above that for a first-order reaction
and has a slope of �1 at high values of �0. Note that for high values of �0,
the reaction rate varies with C0:5

s , and the reaction appears to be 0.5 order.
A unimolecular reaction that follows Langmuir–Hinshelwood kinetics

with the reactant strongly adsorbed might be nearly zero order at high
concentrations and first order at low concentrations. The effectiveness fac-
tor would fall between the values predicted for zero- and first-order reac-
tions. Curves for a few simple Langmuir–Hinshelwood models have been
published [20, 21], but often an approximate value obtained by interpolation
between the limiting cases is satisfactory for estimating the effectiveness
factor.
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Reversible Reactions

When a reversible reaction takes place in a porous catalyst, the product
concentration inside the particle exceeds the external concentration, and
this makes the effectiveness factor lower than if the reaction was irreversible
and depended only on the reactant concentration. A simple treatment is
possible if both forward and reverse steps are first order:

A Ð1
2
B ð4:42Þ

r ¼ k1CA � k2CB ð4:43Þ
Since kl=k2 ¼ Keq,

r ¼ k1 CA � CB

Keq

� �
ð4:44Þ

The total concentration of A + B is a constant, CT :

CB ¼ CT � CA ð4:45Þ

r ¼ k1 CA � CT � CA

Keq

� �
ð4:46Þ

r ¼ k1
CA Keq þ 1
� �
Keq

� CT

Keq

� �
ð4:47Þ

The term CT is replaced using C�
A, the final equilibrium value for the

mixture:

Keq ¼ C�
B

C�
A

¼ CT � C�
A

C�
A

¼ CT

C�
A

� 1 ð4:48Þ

r ¼ k1 CA

Keq þ 1

Keq

� �
� Keq þ 1
� �

C�
A

Keq

� �
ð4:49Þ

r ¼ kr CA � C�
Að Þ ð4:50Þ

where

kr ¼ k1
Keq þ 1

Keq

� �
ð4:51Þ

Equation (4.50) shows that the driving force for reaction is CA � C�
Að Þ;

and since C�
A is constant, the equation for diffusion and reaction in a sphere

becomes
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De

d2 CA � C�
Að Þ

dr2
þ 2

r

d CA � C�
Að Þ

dr

" #
¼ kr CA � C�

Að Þ ð4:52Þ

The concentration profile given by Eq. (4.22) and the effectiveness factor of
Eq. (4.31) are applicable, but the rate constant in the Thiele modulus is kr,
not k1. For Keq ¼ 1, kr ¼ 2k1 and the effect of pore diffusion is significantly
greater than if only the forward reaction is considered.

For more complex reversible reactions, such as the oxidation of SO2 or
the synthesis of NH3, numerical calculations are needed to determine �,
because the kinetics are complex and the diffusivities of reactants and
products are different.

Determining Effectiveness Factors from Apparent Rate
Constants

It is often necessary to determine whether experimental rate data were
influenced by pore diffusion effects and, if so, what the effectiveness factor
was. If the reaction rate and order are known, it might seem a straightfor-
ward procedure to calculate � and � using these data and an estimated value
of De. However � is defined based on the true rate constant; if the calculated
� indicates � is less than 1.0, the measured rate constant is not the true rate
constant, and the values of � and the corresponding � are also incorrect. The
measured rate constant can then be adjusted by dividing by � to get a new,
larger �. The new � leads to a still lower estimate for �, which requires a
further correction of the rate constant. Carrying out this procedure several
times gives final values of k, �, and �.

Instead of the trial-and-error correction procedure, a simple method
permits � to be determined directly from a new set of plots. The rate con-
stant and modulus calculated directly from experimental data are called
apparent values, kapp and �app, and these parameters are equal to the true
values only if � ¼ 1:0. For any reaction order, kapp is the rate per unit
external concentration and has the units sec�1.

kapp ¼ rate per unit pellet volume

external concentration
¼ r

Cs

ð4:53Þ

The apparent and true values of k are related by �:

kapp ¼ k� ð4:54Þ

�app ¼ R
kapp

De

� �1=2

¼ R
k�

De

� �1=2

ð4:55Þ
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�app ¼ �1=2R
k

De

� �1=2

¼ �1=2� ð4:56Þ

For reaction orders of 0, 1, and 2, values of � were obtained for a
range of � values, and values of �app were calculated from Eq. (4.56). The
plots of � vs. �app are shown as dashed lines in Figure (4.8). The dashed lines
converge to the corresponding solid lines as � approaches 1, since then
� ffi �app. At large values of �app, the lines have slopes of �2, and the
difference between � and �app can become quite large. In using Figure
(4.8) with experimental data, kapp is calculated from Eq. (4.53) using the
measured rate and the external concentration of the reactant, or the key
diffusing species if more than one reactant is involved. The �app is calculated
from kapp, R, and De for the key species. If the reaction is first order, � is
obtained directly from the middle dashed line. The true k and � can then be
calculated and � obtained from the solid line in Figure 4.8 as a check. If the
reaction has an apparent order less than 1 or greater than 1, the dashed line
for the zero- and second-order cases can be used along with that for first
order to give a range of possible values for �. When pore diffusion limits the
reaction rate, the apparent order also changes unless the reaction is first
order, and determining the exact value of � is difficult but perhaps not
necessary.

Example 4.3

The reaction A �! Bþ C was studied in a differential reactor using 1/4"
spherical catalyst pellets. At 1508C and 1.2 atm, the reaction rate was 7:6�
10�3mol=hr;g with 10% A and 90% N2 and 14� 10�3mol=hr,g with 20% A
and 80% N2 in the feed. The estimated diffusivity of A is De ¼ 0:0085 cm2/
sec, and the pellet density is 1.4 g/cm3. Did pore diffusion influence the rate?

Solution. From gas laws for 10% A:

CA ¼ 0:10

22; 400
� 273

423
� 1

1:2
¼ 2:4� 10�6 mol=cm3

kapp ¼ 7:6� 10�3 1:4ð Þ
2:4� 10�6

1

3600
¼ 1:23 sec�1

R ¼ 0:125� 2:54 ¼ 0:3175cm

�app ¼ 0:3175

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:28

0:0085
¼ 3:82

r
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The rate increased 1.84 times when CA was doubled, so the order
is quite close to 1. Use the curve for �app and a first-order reaction in
Figure 4.8:

� ¼ 0:42

k ¼ 1:23

0:42
¼ 2:93 sec�1

Check:

� ¼ 0:3175

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:93

0:0085

r
¼ 5:89 � ¼ 0:42

The pore diffusion effect decreased the rate about 60%.

Complex Reactions in Porous Catalysts

When the reaction rate depends on the concentrations of several species, or
when more than one reaction is involved, analytical solutions of the pore
diffusion equations are impossible or too complicated to be useful. The
equations for simultaneous diffusion and reaction of several species can
be solved numerically if concentrations at the center are specified, but
then many cases must be solved to match given external concentrations.
For such cases, a simplified method can be used instead to show the approx-
imate effect of gradients for each species.

The first step is to determine which reactant is most important as far as
possible diffusion effects are concerned. The effectiveness factor for that
reactant is calculated, usually assuming pseudo-first-order kinetics. The
gradients for other reactants and products are then estimated and used
to correct the predicted rate and effectiveness factor.

Consider the following general reaction:

Aþ bB �! cCþ dD ð4:57Þ
The flux of B into the catalyst is b times that of A, and the fluxes are
proportional to the diffusivities:

JA ¼ DeA

dCA

dr

� �
¼ 1

b
DeB

dCB

dr

� �
ð4:58Þ

[No term for net volumetric flow is included in Eq. (4.58), which is permis-
sible if Knudsen diffusion predominates.]

Integration of Eq. (4.58) shows that the ratio of concentration changes
for any distance into the pellet is the stoichiometric coefficient times the
diffusivity ratio:
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�CB

�CA

¼ b
DeA

DeB

� �
ð4:59Þ

Converting to partial pressures for gas-phase reactions, Eq. (4.59) can be
rewritten to show the relative partial pressure differences:

�PB ¼ �PAb
DeA

DeB

� �
ð4:60Þ

The ratio of fractional pressure changes is

�PB=PB

�PA=PA

¼ b
DeA

DeB

� �
PAs

PBs

� �
ð4:61Þ

If the reaction is approximately first order to both A and B, the Thiele
modulus should be based on the reactant with the higher fractional change
in pressure. For example, if b ¼ 2, PBs

¼ 2:5PAs
, and DeA ¼ 1:7DeB, the

ratio in Eq. (4.61) is 2� 1:7=2:5 ¼ 1:36, so the modulus should be based
on DeB and k calculated from CBs. When the reaction rate is fast enough to
cause a 10% change in PA, the change in PB will be 13.6%. The reaction
orders should also be considered, but it is difficult to include this in a simple
formula, and, also, the effective order often changes with concentration
when Langmuir–Hinshelwood kinetics apply. For the case when the reac-
tion is nearly first order to A and zero order to B, the modulus is usually
based on A, since diffusion of B could limit the rate only for values of �
large enough to make CB ¼ 0 at some point in the pellet.

If A is the limiting reactant and � has been evaluated using DeA and k
based on CAs

, then �A, the effectiveness factor based on A, is used to get a
first estimate of �CCA and �CA, or �PA:

�CCA ¼ �ACAs
ð4:62Þ

�CA ¼ CAs
� �CCA ¼ 1� �ð ÞCAs

ð4:63Þ

�PA ¼ 1� �ð ÞPAs
ð4:64Þ

It may help to think of �CCA or �PPA as the concentration or partial
pressure at a typical point inside the catalyst pellet, which is r=R ffi 0:8 for
� � 5, as shown by Figure (4.7). This radius divides the sphere into two
nearly equal volumes. The change in partial pressure for B is calculated from
Eq. (4.60), and a similar calculation gives �PC and �PD, where product
pressure differences are taken as positive:

�PC ¼ �PAc
DeA

DeC

� �
ð4:65Þ
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�PD ¼ �PAd
DeA

DeD

� �
ð4:66Þ

The average pressures in the particles are:

�PPA ¼ �PAs
¼ PAs

��PA ð4:67Þ

�PPB ¼ PBs
��PB

�PPC ¼ PCs
þ�PC

ð4:68Þ

�PPD ¼ PDs
þ�PD

With these average partial pressures, the actual reaction rate can be
predicted and compared with the ideal rate based on PAs

;PBs
;PCs

; andPDs

to get a new value for �. If this differs significantly from �A, the calculated
rate can be divided by CAs

to get new estimates of � and �A, and the
procedure is repeated until convergence is obtained. Example (4.4) illus-
trates the procedure for a case where the major effect of pore diffusion
comes from the buildup of product in the particle combined with strong
product inhibition.

Example 4.4

The solid catalyzed reaction Aþ B �! C is carried out at 4 atm and 1508C.
Laboratory tests with crushed catalyst led to the following kinetic equation:

r ¼ 2:5� 10�5PAPB

1þ 0:1PA þ 2PCð Þ2 gmol=sec; cm3

The catalyst being considered for the plant reactor comes in 0.6-cm spheres,
and the effective diffusivities are estimated to be:

DeA ¼ 0:02 cm2=sec

DeB ¼ 0:03 cm2=sec

DeC ¼ 0:015 cm2=sec

For a feed with 30% A and 70% B, estimate the effectiveness factor at the
start of the reaction and at 50% conversion.

Solution. Calculate the ideal rate and a pseudo-first-order rate con-
stant based on CA. At x ¼ 0,
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PA ¼ 0:3ð4Þ ¼ 1:2 atm; T ¼ 150þ 273 ¼ 423 K

PB ¼ 0:7ð4Þ ¼ 2:8 atm; R ¼ 0:3 cm

ideal rate r� ¼ 2:5� 10�5 1:2ð Þ 2:8ð Þ
1þ 0:12ð Þ2 ¼ 6:70� 10�5 mol=sec; cm3

CA ¼ PA

RT
¼ 1:2

82:056ð Þ 423ð Þ ¼ 3:4� 10�5 mol=cm3

k ¼ 6:7� 10�5

3:46� 10�5
¼ 1:94 sec�1

Based on A,

� ¼ 0:3
1:94

0:02

� �0:5

¼ 2:95

From Figure 4.8, �A ffi 0:68 for a first-order reaction. If there was no
adsorption of C, the effectiveness factor would be about 0.68, since the
decrease in PB inside the pellet would tend to offset the slight increase in
� due to the fractional-order dependence on PA. The actual effectiveness
factor is lower than 0.68 because of the inhibiting effect of C. To estimate
the average pressures inside the pellet, � ¼ 0:68 is used to get a first estimate
of �PPA and then �PPB and �PPC:

�PPA ffi 0:68 1:2ð Þ ¼ 0:82

�PA ¼ 1:2 0:32ð Þ ¼ 0:38

�PB ¼ �PA

DeA

DeB

� �
¼ 0:38

0:02

0:03

� �
¼ 0:25

�PPB ¼ 2:8� 0:25 ¼ 2:55

�PC ¼ �PA

DeA

Dec

� �
¼ 0:38

0:02

0:015

� �
¼ 0:51

�PPC ¼ 0:51

Based on these average pressures, the rate is

r ¼ 2:5� 10�5 0:82ð Þ 2:55ð Þ
1þ 0:082þ 2 0:51ð Þð Þ2 ¼ 1:18� 10�5; mol=sec; cm3

� ¼ r

r�
¼ 1:18� 10�5

6:70� 10�5
¼ 0:176

This value of � is much lower than that based on just the gradient for A
because of the large change in the denominator term. The true value of � is
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between 0.176 and 0.68, and an approximate value can be obtained by
repeating the calculations with revised estimates for r. Further calculations
show that � ffi 0:4 at the start of the reaction and � ffi 0:86 at 50% conver-
sion. The effectiveness factor is over twice as large as at the start of the
reaction, since the rate decreases by a factor of about 4 for less than a
twofold change in PA, and the effect of the internal gradient in C is not
as large when the external gas already has some C.

Multiple Reactions

When a reactant is consumed in more than one reaction, the overall rate
must be used in evaluating �, even if the reactions are of different order. For
example, consider the partial oxidation of a hydrocarbon A to product B
with byproducts formed by a parallel reaction:

AþO2�!B r1 ¼ k1PAPO2

Aþ 3O2�!2CþD r2 ¼
k2PAPO2

1þ KAPA þ KO2
PO2

� �2
If A is the limiting reactant, the modulus should be calculated using DeA and
the total consumption rate of A:

k ¼ r1 þ r2
CAs

� ¼ R
k

DeA

� �0:5

As a check, the modulus based on O2 could be calculated using DeO2

and a different rate constant:

k ¼ r1 þ 3r2
CO2s

If the modulus based on A is higher than that based on O2, the calculation
would be based on A and perhaps corrected for the O2 gradient by the
method shown in Example (4.4).

When consecutive reactions occur and the desired product is the inter-
mediate, gradients due to pore diffusion lower the selectivity. Consider the
following sequence of reactions:

A þ B �!1 C desired product ð4:69Þ

Cþ B �!2 Dþ E byproducts ð4:70Þ
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The overall selectivity for this example is the net moles of C produced
divided by the moles of A consumed. An instantaneous or local selectivity
can be defined as the net rate of C formation divided by the rate of con-
sumption of A:

S ¼ r1 � r2
r1

¼ 1� r2
r1

ð4:71Þ

The local selectivity decreases with increasing conversion, since r1
decreases as A is consumed and r2 increases as C is formed. The overall
selectivity is an integrated average of the local values. Internal concentration
gradients lower the selectivity because rl is decreased and r2 is increased. If
the reactions have similar simple kinetics, the change in local selectivity can
be easily estimated using partial pressure differences. If

r2
r1

¼ k2PCPB

k1PAPB

ð4:72Þ

then

r2
r1

¼ k2 PC þ�PCð Þ
k1 PA ��PAð Þ ð4:73Þ

If the selectivity is high, so that only a few percent of C is converted to
D + E, the flux of C out of the catalyst is about equal to the flux of A into
the catalyst, and the gradients for A and C are related to the diffusivities:

�PC ffi �PA

DeA

DeC

� �
ð4:74Þ

When the conversion is low, say, 10%, a moderate effect of pore diffusion
on the main reaction has a large effect on the local selectivity. If � ¼ 0:8 and
x ¼ 0:1;�PA ¼ 0:2PA and �PC ffi 0:2PA; the average partial pressure of C
in the catalyst is (0:1þ 0:2)PA, giving a rate of byproduct formation three
times that for the ideal case of no internal gradients.

As the conversion increases, the change in PC becomes smaller relative
to the external value, and the change in byproduct formation is not as great.
However, the maximum yield of product B is significantly lower than what
could be achieved in the ideal case.

Effect of Catalyst Shape

Porous catalysts are used in a variety of shapes, including spheres, cylinders,
rings, irregular particles, and thin coatings on tubes or flat surfaces.
Diffusion plus reaction in a flat slab is a simple case to analyze, since the
area for diffusion does not change with distance from the external surface.
The equation is similar to that for diffusion and reaction in a straight
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cylindrical pore [16], but De is used in place of Dpore, and k is based on the
rate per unit volume of catalyst rather than per unit area of pore surface.
For a first-order reaction,

De

d2C

dl2

 !
¼ kC ð4:75Þ

The Thiele modulus for a flat slab is based on the thickness of the slab L if
only one side is exposed to the gas, or on the half thickness L=2 if both sides
are exposed:

�L ¼ L
k

De

� �1=2

ð4:76Þ

The concentration profiles are similar to those shown in Figure 4.7, and the
gradients go to zero at l ¼ L. The effectiveness factor is defined in the same
way as for a sphere [Eq. (4.28)] and is a simpler function of the modulus:

�L ¼ tanh �Lð Þ
�L

ð4:77Þ

For high values of �L; �L varies inversely with �L,

�L ffi 1

�L
ð4:78Þ

The limiting effectiveness factor for a sphere is � ffi 3

�
[Eq. (4.31)], and

this agrees with the flat-slab solution if the length term in the modulus [Eq.
(4.76)] is replaced with R/3, the volume/surface ratio for a sphere (L is the
volume/surface ratio for the slab). For low effectiveness factors, the con-
centration gradient is confined to the region very near the surface, and the
curvature of the surface is unimportant.

For first-order reactions and moderate values of �, � for a sphere is
slightly less than the value of � for a slab with the same volume/surface
ratio. As shown in Table 4.2, the maximum difference is about 14%. This
small difference means that solutions for complex kinetic models that were
obtained for the flat-slab case can be used to get approximate effectiveness
factors for spherical catalysts.

If the catalyst is deposited as a thin layer on the inside or outside of a
tube, the slab model can be used if the thickness of the catalyst layer is much
less than the tube radius. The slab model is also used to analyze the perfor-
mance of eggshell catalysts, which have a layer of active catalyst near the
outer surface of the pellet, and of catalyst monoliths, which have a thin layer
of catalyst on the inside of square, triangular, or hexagonal passages.
However, when the catalyst layer is very thin, pore diffusion effects are
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likely to be accompanied by effects of mass transfer in the external boundary
layer, which may be as thick or thicker than the layer of catalyst. The
combined effects of external and internal mass transfer will be treated in
the next chapter.

Cylindrical catalyst pellets can be prepared by extrusion or by pelleti-
zation. For short, stubby cylinders ðL=dp ffi 1Þ, the effectiveness factor equa-
tion for a sphere is generally used with R equal to the cylinder radius. (The
surface-to-volume ratio for the cylinder is R=3, the same as for the sphere,
though the cylinder has 30% more surface area than a sphere of the same
volume.) For long cylinders, the effectiveness factor is less than for a sphere
of the same radius, since the surface-to-volume ratio is lower. Numerical
solutions are available for different L=dp ratios, but the solution for spheres
can be used for approximate values of � if R in the modulus is replaced with
1.2R for L=d ¼ 2, 1.33 R for L=d ¼ 4, and 1.5R for a very long cylinder.

Ring-type catalysts are used for some processes where rapid reaction
rates would give very low effectiveness factors for large spheres or cylinders
yet large particles are needed for pressure drop or heat transfer considera-
tions. Diffusion through the inner surface of the ring increases the effective-
ness factor and may more than offset the decrease in mass of catalyst per
unit reactor volume. The effectiveness factor can be estimated using
Figure 4.8 and a modulus corrected to allow for the greater surface-to-
volume ratio. For a ring with the inner radius r ¼ 0:5R and L ¼ 2R, the
surface-to-volume ratio is 5=R, compared to 3=R for a sphere or a short
cylinder. Therefore, the appropriate modulus for this ring catalyst is

�ring ¼ R
3

5

� �
k

De

� �1=2

¼ 0:6�sphere ð4:79Þ
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TABLE 4.2 Effectiveness Factors
for Spheres and Slabs

Sphere Slab Ratio

� � �L ¼ �=3 �L
�=�L

1 0.939 0.333 0.965 0.973
2 0.806 0.667 0.874 0.922
5 0.480 1.667 0.559 0.859
10 0.270 3.330 0.302 0.893
20 0.143 6.670 0.150 0.950
50 0.059 16.67 0.060 0.980
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To show the advantage of the ring catalyst, consider a case where �
¼ 10 for a solid cylinder and � ¼ 0:27. For the ring with � ¼ 6, � is about
0.42; since the ring has 25% less volume than the cylinder, the ratio of
reaction rates per pellet is 0:75ð0:42=0:27Þ ¼ 1:17. Thus the ring would give
17% higher rate than the solid cylinder. For higher values of �, the ratio
of rates approaches 1.24. Thinner-wall rings would give somewhat higher
ratios for large values of �. A difference of 10–30% might not seem
enough to justify using ring catalysts, but the lower pressure drop is an
additional benefit, and the catalyst cost should be less per unit volume of
reactor. Catalyst rings are used for the steam reforming of methane at
800–1050 K, and effectiveness factors are estimated to be in the range
0.02–0.05 [22].

For irregular particles produced by crushing or grinding, the external
surface is larger than for spheres of the same nominal size, which tends to
increase the effectiveness factor but also increases the pressure drop through
a bed of particles. Shape factors based on pressure drop are given for some
typical granular solids [23], but these shape factors are not used for pore
diffusion calculations, and R in the Thiele modulus is taken as 0.5 times the
nominal or screen size.

OPTIMUM PORE SIZE DISTRIBUTION

When a reaction is limited by pore diffusion, there are several approaches to
increasing the effectiveness factor. Using smaller particles would help, but
this may be impractical because of high pressure drop, poor heat transfer, or
increased cost of the catalyst. The use of rings or other shapes with a high
surface-to-volume ratio should also be considered. A third alternative is to
change the pore structure. If the catalyst has most of its surface area in
micropores, changing the distribution of pore sizes by choosing a different
support or by altering the method of catalyst preparation may lead to a
higher effectiveness factor. The basic idea is to provide some macropores to
increase the effective diffusivity and make the interior reaction sites, which
are mainly in the micropores, more accessible to the reactants.

In the following analysis, the catalytic activity is assumed to be pro-
portional to the surface area per gram, Sg, which varies inversely with the
pore radius [Eq. (4.5)]. The surface area is also proportional to the pore
volume Vg, but increasing Vg gives a weaker pellet, and so Vg and � are
assumed constant. Although a broad distribution of pore sizes is better than
a narrow distribution for fast reactions, analysis shows that a bimodal dis-
tribution is likely to be the optimum. If there are just two types of pores,
macropores and micropores, the total surface area is
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Sg ¼
2Va

�rra
þ 2Vb

�rrb
ð4:80Þ

Va þ Vb ¼ Vg ð4:81Þ
The effective diffusivity according to the parallel path model is

[Eq. (4.13, 4.14)]

De ¼
DaVa þDbVbð Þ

Vg

�

�
ð4:82Þ

A catalyst with all micropores will have a large surface area and high
intrinsic activity but a low value of De. Replacing some of the micropores
with macropores reduces Sg but increases De and �. The goal is to maximize
the rate per pellet, which is proportional to k�. The macropores should be
large enough so that bulk diffusion predominates and the average pore
diffusivity is much larger than that in the micropores. The fraction of
pore volume in macropores can then be varied to find the distribution
that gives a maximum reaction rate, as shown in the following example.

Example 4.5

A first-order irreversible reaction is to be carried out under conditions where
pore diffusion affects the overall reaction rate. Calculate the optimum pore
size distribution for a spherical pellet 5 mm in diameter using the following
rate data and diffusion coefficients.

A �! Bþ C

Data for powdered catalyst r ¼ kCA:

k ¼ 3:6 sec�1

Vg ¼ 0:60 cm3=g

Sg ¼ 300 m2=g

dp ¼ 0:02 cm

�p ¼ 0:8 g=cm3

�rr ¼ 40Å ðnarrow distributionÞ
DKA ¼ 0:012 cm2=sec

DAB ¼ 0:40 cm2=sec

Solution. Check the effectiveness factor for powdered catalyst: 1 g
catalyst has 1/0.8 = 1.25 cm3/g:
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� ¼ pore volume

total volume
¼ 0:60

1:25
¼ 0:48

�rr ¼ 2Vg

Sg

¼ 2 0:60ð Þ
300� 104

¼ 4� 10�7cm ¼ 40 Å

1

Dpore

¼ 1

DK

þ 1

DAB

¼ 1

0:012
þ 1

0:40

Dpore ¼ 1:16� 10�2 cm2=sec

Assume � ¼ 3:

De ¼
1:16� 10�2 0:48ð Þ

3
¼ 1:86� 10�3

�app ¼ R
kapp

De

� �1=2

¼ 0:01
3:6

1:86� 10�3

� �0:5

¼ 0:44

� ¼ 1:0 for powdered catalyst

k ¼ 3:6 sec�1 is the true rate constant

Choose r = 2000 Å for macropores, or 2� 10�5 cm :

DKb
¼ 0:012

2000

40

� �
¼ 0:60

1

Dpore;b

¼ 1

0:4
þ 1

0:6

Dpore;b ¼ 0:24 cm2=sec

Keep 40-Å micropores, so

Dpore;a ¼ 1:16� 10�2 cm2=sec

Vary Vb, keeping Va þ Vb ¼ 0:60 cm3=g. For Vb ¼ 0:1 cm3=g and Va ¼
0:5 cm3=g:
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Sg ¼ 2
0:5

4� 10�7

� �
þ 2

0:1

2� 10�5

� �
¼ 2:51� 106 cm2=g ¼ 251 m2=g

k ¼ 2:6
251

300

� �
¼ 3:01 sec�1

De ¼
1:16� 10�2 0:5ð Þ þ 0:24 0:1ð Þ� �

0:6
� 0:48

3
¼ 7:95� 10�3 cm2=sec

� ¼ 0:25
3:01

7:95� 10�3

� �0:5

¼ 4:86

From Figure 4.8, using the curve based on true k, � ¼ 0:49:

�k ¼ 0:49 3:01ð Þ ¼ 1:47

If only micropores were present in the 5-mm pellet,

� ¼ 0:25
3:6

1:86� 10�3

� �0:5

¼ 11; � ¼ 0:248

�k ¼ 0:245 3:6ð Þ ¼ 0:89

Introducing 0.1-cm3/g macropores increases the overall rate about
65%. Results for other values of Vb are shown in Table 4.3. The maximum
rate is for a pellet with about 1/4 of the pore volume in macropores and 3/4
in micropores, and the rate per pellet is about 70% greater than with all
micropores.

If a smaller pellet size were chosen in Example 4.5, the optimum pore
size distribution would shift to a lower fraction of macropores, since the
effectiveness factors would be closer to 1.0. When the rate constant is much
higher or the pellet size much larger, so that � varies inversely with �, an
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TABLE 4.3 Solution for Example 4.5

V ; cm3=g Surface area, m2/g k De

� � �kVa Vb Sa Sb Sg s�1 cm2/sec

0.6 0 300 0 300 3.6 1:86� 10�3 11 0.25 0.89
0.5 0.1 250 1 251 3.01 7:95� 10�3 4.86 0.49 1.47
0.45 0.15 225 1.5 226.5 2.72 1:10� 10�2 3.93 0.57 1.55
0.4 0.2 200 2 202 2.42 1:40� 10�2 3.29 0.63 1.52
0.35 0.25 175 2.5 177.5 2.13 1:71� 10�2 2.79 0.70 1.49

Copyright © 2003 by Taylor & Francis Group LLC



analytical solution is possible for the optimum distribution. If the surface
area is almost entirely in micropores and f is the fraction of macropore
volume,

S ¼ S0 1� fð Þ ð4:83Þ

k ¼ k0 1� fð Þ ð4:84Þ
If the diffusion flux in the micropores is negligible,

De ffi
DbVb�

�Vg

¼ Db�f

�
ð4:85Þ

� ffi 3

�
¼ 3

R

Db�f

k0 1� fð Þ�
� �1=2

ð4:86Þ

�k ¼ 3

R

Db�f

k0 1� fð Þ�
� �1=2

k0ð1� f Þ ð4:87Þ

or

�k ¼ � f 1� fð Þ½ 	1=2 ð4:88Þ
The maximum rate is obtained for f ¼ 0:5, or with half of the pore

volume in macropores. In Example 4.5, the macropore size was arbitrarily
chosen as rb ¼ 2000 Å, giving Dpore ¼ 0:24 cm2/sec, which is 0.6 DAB.
Assuming much larger macropores would increase Dpore and De, but the
maximum value of Dpore would be the bulk diffusivity DAB, which is
0:4cm2=sec for this example. The model should not be used for very large
macropores, because the distance between macropores becomes too large.
Molecular sieve pellets have a bimodal pore size distribution with a very
large difference between the sizes of the pores in the zeolite crystal and the
macropores, which are the spaces between the crystals. This case can be
treated by applying the solutions for pore diffusion plus reaction first to
the diffusion in the macropores using the pellet radius and De to calculate
�1. This gives the macropore effectiveness factor �1, which is a measure of
the average concentration in the macropores [24,25]. Then a second mod-
ulus �2 is calculated using the crystal radius and the effective diffusivity in
the micropores. The corresponding value of �2 is then multiplied by �1 to get
an overall effectiveness ratio:

� ¼ �1 � �2 ð4:89Þ
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NOMENCLATURE

Symbols

a surface area, pore radius
aext external surface area
b,c,d stochiometric coefficients
C concentration
CA concentration of species A
C�

A equilibrium concentration
Cs, concentration at external surface
DAB bulk diffusivity in a binary mixture
DAM diffusivity of A in a mixture
De effective diffusivity in a porous solid
DK Knudsen diffusivity
Dpore diffusivity in a pore
Dpa diffusivity in micropores
Dpb diffusivity in macropores
dp particle diameter, pore diameter
ds solute diameter
E activation energy
f fraction of pore volume in macropores
J molar flux
Keq equilibrium constant for reaction
k reaction rate constant
kapp apparent reaction rate constant
kr effective rate constant for reversible reaction
L length of pore, thickness of catalyst slab
l distance from surface
M molecular weight
MA molecular weight of solute
MB molecular weight of solvent
n number of pores
P pressure
Po vapor pressure
R radius of sphere, cylinder, or particle, gas constant
r radius of pore, distance from center of sphere
�rr mean pore radius
r reaction rate
r� ideal reaction rate
r.f. roughness factor
S selectivity
Sg total surface area, usually m2/g
T absolute temperature K
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Tref reference temperature
�vv mean molecular velocity
VA molar volume of solute
Vg pore volume per gram
Va pore volume in micropores
Vb pore volume in macropores
x fractional conversion, association parameter

Greek Letters

� constant in Eq. (4.88)
� void fraction, porosity
� effectiveness factor
�0 effectiveness factor for zero-order reaction
�L effectiveness factor for slab
	 mean free path, ratio of molecule size to pore size
� viscosity
� contact angle
� pi
� density
�� particle density

 surface tension
� tortuosity
� Thiele modulus for sphere
�app apparent modulus
�0 modulus for zero-order reaction
�2 modulus for second-order reaction
�L Thiele modulus for slab

PROBLEMS

4.1 The catalytic hydrogenation of aldehydes was studied by
Oldenburg and Rase using a differential reactor [26]. For n-butyraldehyde
they reported

r ¼ kPU

P1=2
H2

where

r ¼ g-mole/hr, g cat

PU ¼ aldehyde pressure, psia (range 10�30)

PH2
¼ hydrogen pressure, psia (range 10�30)

ln k ¼ 5:31� 7800=RT for T ¼ 150�1808C
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The catalyst pellets were 1
8
� 1

8
-in cylinders with Sg ffi 70 m2=g,

Vg ffi 0:20 cm3=g, and �p ¼ 2:6 g=cm3.

a. Estimate the effectiveness factor for the run conditions most
likely to have produced a pore diffusion limitation.

b. Predict the reaction rate for 1
4
� 1

4
-in cylinders at 150oC with PU

¼ 20 psia, PH2
¼ 30 psia.

4.2 The partial oxidation of ethylene was studied in a differential
reactor using 20–28 mesh particles of an 8% Ag/Al2O3 catalyst [27]. At
the standard conditions of PE ¼ 0:263 atm, PO2

¼ 0:263 atm, PHe
¼ 0:789

atm, and T ¼ 2208C, the reaction rates were:

r1 ¼ 6�7� 10�6 moles EO=min; g cat E ¼ 20kcal=mol

r2 ¼ 4�6� 10�6 moles E to CO2=min; g cat E2 ¼ 27kcal=mol

The catalyst had a surface area of 0.5 m2/g and a pore volume of 0.175
cm3/g. The skeletal density of the �-Al2O3 support is 4.0 g/cm3.

a. Estimate the isothermal effectiveness factor at the standard con-
ditions from the foregoing rates.

b. If a catalyst of the same composition were prepared in the form
of 3

8
-inch spheres and used at 240oC with the following gas, what

would be the effectiveness factor?

P ¼ 15 atm; PO2
¼ 1 atm;

PE ¼ 0:8 atm; PCO2
¼ 1:2 atm; PN2

¼ 12 atm

4.3 The cracking of cumene was carried out at 950oF over pelleted
silica-alumina catalysts [28]. The change in rate with particle size showed the
importance of pore diffusion, but it is not known whether the data for the
smallest particles are free from diffusion effects.

a. Try to determine the effectiveness factors for the different sizes
by plotting the data.

b. Predict the effectiveness factor for the smallest particles using a
calculated diffusivity and an assumed tortuosity.

Catalyst type dp ,cm W/F at 28% conversion lb/lb mole, hr

Crushed 0.045 1.3
Bead 0.33 5.7
Bead 0.43 7.6
Bead 0.53 10.0
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The tests were carried out at 950oF and 1 atm. Assume a first-order reac-
tion. The catalyst properties are:

S ¼ 342 m2/g
catalyst density ¼ 2.3 g/cc
pellet density ¼ 1.14 g/cc
bed density ¼ 0.68 g/cc

4.4 Dart et al. studied the oxidation of carbon deposited on cracking
catalysts at temperatures of 850–1200oF [29]. Data for one run are:

1100oF
0.208 atm, O2 pressure

Wt. % Carbon Time (sec)

1.72 0
0.85 40
0.55 120
0.08 700

Catalyst Properties

True density 2.42 g/cm3

Pellet density 1.20 g/cm3

Bulk density 0.74 g/cm3

Ave. diameter 3.5 mm
Area 82 m2/g

a. Calculate the average pore diameter of the catalyst.
b. To what extent might diffusion into the pores have limited the

reaction rate, assuming that the carbon was deposited evenly
over the catalyst surface?

c. Can any additional evidence about the role of diffusion be
obtained from the first-order dependence on oxygen pressure
or the apparent activation energy of 26,600 calories?

d. The authors reported no difference in rate for 2.0-mm and 3.5-
mm particles with 0.73% carbon at 1100oF. What conditions
might be more likely to produce a diffusion effect? (See also
Ref. 30.)

4.5 A reaction carried out with a catalyst in the form of 3
8
� 3

8
-in

cylinders has an apparent Thiele modulus of 4.5.
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a. What is the effectiveness factor and the true modulus assuming
the reaction is first order?

b. If the catalyst is prepared in the forms of 3
8
- in rings with an 1

8
-in

central hole, what is the predicted effectiveness factor?
c. For the rings, how would the rate per unit mass of catalyst and

per unit volume of reactor compare with values for the
cylinders?

4.6 A gas-phase hydrogenation reaction was studied using a catalyst
fine enough to avoid any effect of pore diffusion. The rate equation is:

Aþ 2H2 ! B

r ¼ kPAPH2

1þ 12PBð Þ2

a. For the following gas compositions, sketch the concentration
gradients for A, H2, and B for the case where the reaction is
rapid enough to make PAave

10% less than PA. Assume DA ¼ DB

¼ 1

4
DH2

Case 1 Case 2

PA ¼ 1 atm PA ¼ 1 atm
PB ¼ 0 PB ¼ 0:5 atm
PH2 ¼ 2 atm PH2 ¼ 1:2 atm

b. Estimate the effectiveness factors for the two cases.

4.7 Some commercial catalysts are prepared by a skin-deep impreg-
nation of a porous support.

a. If the thickness of the active layer is 10% of the pellet diameter,
how would the effectiveness factors compare with those for a
uniformly active pellet? Assume a first-order reaction and sphe-
rical pellets, and compare over a wide range of reaction rates.

b. How would the reaction rates per particle compare over a wide
range of rates, expressed as � sphere?

4.8 The catalytic reduction of nitric oxide with ammonia was studied
using 20–32 mesh copper mordenite catalyst [31].
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a. Determine reaction rate constants for temperatures up to 400oC
from the data in Figure 4.10. Plot the rate constants to determine
the activation energy.

b. Use the average rate constant at 350oC to estimate the apparent
Thiele modulus. Was the reaction rate limited by pore diffusion
at 350oC? Does the value of the activation energy support your
conclusion?
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5
Heat and Mass Transfer in Reactors

The discussion of ideal reactors in Chapter 3 was limited to reactors that
were either isothermal or adiabatic. Isothermal operation is often desirable,
but it is hard to achieve in a large reactor with an exothermic reaction
because of the difficulty in removing the heat that is released. For stirred-
tank reactors of fixed proportions, the rate of heat generation goes up with
the cube of the diameter, but the wall area goes up only as the diameter
squared. Similarly for a tubular reactor, the heat generation rate per unit
length varies with the square of the diameter, but the wall area is propor-
tional to the diameter. Therefore, for both reactor types, heat transfer
becomes more difficult when the diameter is increased. Furthermore, there
is more chance of unstable behavior for the larger reactors operating with a
higher-temperature driving force for heat transfer. A reactor operating satis-
factorily at the desired temperature may be close to the stability limit and
may jump to a much higher temperature after just a slight change in feed
concentration or jacket temperature.

In this chapter, correlations for heat transfer in reactors are presented,
and the requirements for stable operation are discussed. The continuous
stirred-tank reactor is treated first, since it is the simplest case, and uniform
temperature and concentration are assumed for the fluid in the tank. For a
homogeneous reaction in a pipeline, there are axial gradients of temperature
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and concentration to deal with, which complicates the analysis. A still more
difficult problem is the design of a packed-bed tubular reactor, where there
are radial as well as axial gradients to consider.

STIRRED-TANK REACTOR

A stirred-tank reactor is generally equipped with an external jacket covering
the sides and bottom of the tank, as illustrated in Figure 5.1a. Steam or hot
water is sent to the jacket to bring the initial charge to the desired tem-
perature; once reaction starts, cooling water is used to remove the heat of
reaction. The tank temperature is maintained at the desired value with a
feedback control system.

For heat transfer to or from the jacket of a baffled tank, the following
equation applies if a standard six-blade turbine is used; similar equations are
available for other types of impellers [1]:

hjDt

k
¼ 0:76

D2
an�

�

 !2=3
cp�

k

� �1=3 �

�w

� �0:24

ð5:1Þ

The coefficient hj is the film coefficient for the inner surface of the vessel, Dt

is the tank diameter, and k is the thermal conductivity of the fluid. The other
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FIGURE 5.1 Heat removal in stirred-tank reactors: (a) Jacket; (b) cooling coil; (c)
external exchanger.
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terms are the agitator Reynolds number, the Prandtl number, and a factor
correcting for the difference between wall and bulk viscosities.

The overall heat transfer coefficient U depends on hj, the wall resis-
tance, and ho, the film coefficient for coolant in the jacket:

Q ¼ UA �Tave ð5:2Þ

1

U
¼ 1

hj
þ rwall þ

1

ho
ð5:3Þ

The outside coefficient, ho, is quite low for water in a simple open jacket. It
can be increased by using agitation nozzles, a spiral baffle in the jacket, or a
half-pipe coil welded to the tank [1,2]. The wall resistance is usually negli-
gible for a steel tank, but it may be significant for a thick stainless steel wall
or for a glass-lined reactor.

As an alternative to jacket cooling or to supplement the jacket, a
helical cooling coil can be installed between the impeller and the wall, as
shown in Figure 5.1b. The film coefficient for the outside of the coil is given
by [1]

hcDc

k
¼ 0:17

D2
an�

�

 !0:67
cp�

k

� �0:37 Da

Dt

� �0:1
Dc

Dt

� �0:5 �

�0

� �0:24

ð5:4Þ

The coil inside coefficient is given by the Dittus–Boelter equation with a
correction for curvature of the helical coil [3]:

hiD

k
¼ 0:17

Du�

�

� �0:8 cp�

k

� �1=3
1þ 3:5

D

DHe

� �
ð5:5Þ

For very exothermic reactions, the best solution may be to recirculate
the fluid through an external heat exchanger, usually of the shell-and-tube
type (Figure 5.1c). The heat transfer area is not limited by the tank dimen-
sions and can be much greater than the jacket area.

When the reaction is carried out in a low-boiling-point solvent or when
one of the reactants is quite volatile, heat can be removed by allowing the
solvent or reactant to vaporize. The vapors are condensed in an overhead
condenser, and the liquid is returned to the reactor. The limiting factor in
this design may be the allowable vapor velocity in the reactor. Too high a
velocity will cause foaming or excessive entrainment of liquid, and the reac-
tion rate per unit volume of reactor will decrease because of greater gas
holdup.
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REACTOR STABILITY

With an exothermic reaction in a CSTR, there may be a stability problem if
the reactor operates at low to moderate conversion with a large �T for heat
removal. The tendency to instability occurs because of the exponential
increase in reaction rate with increasing temperature compared to a linear
increase in heat transfer rate. This is illustrated by Figure 5.2, where the
steady-state rates of heat generation QG and heat removal QR are plotted
against reactor temperature for a given feed rate and reactor volume. The
heat generation curve is S-shaped, with the lower part showing increasing
slope because the rapid increase in rate constant has more effect than the
slight decrease in steady-state reactant concentration. Values of QG are
obtained from the feed rate, conversion, and heat of reaction:

QG ¼ FAx ��Hð Þ ð5:6Þ
The conversion is calculated by material balance:

FAx ¼ rV ð5:7Þ
For a first-order reaction,

x ¼ kV=F

1þ kV=F
ð5:8Þ

The conversions are not indicated in Figure 5.2, but since QG is proportional
to x, a plot of x versus T would have the same shape as the plot of QG versus
T.
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FIGURE 5.2 Steady-state heat balance for a CSTR.
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For conversions greater than about 50%, the effect of decreasing the
reactant concentration makes QG increase less rapidly with temperature, and
QG approaches a limiting value corresponding to complete or equilibrium
conversion. The curve shown in Figure 5.2 is typical of a first-order reaction,
but similar shapes would be found for other reactions with positive orders.
With a zero-order reaction, the slope of the curve would continue to increase
until complete conversion was obtained.

With a jacket for heat removal and a constant jacket temperature,
which could be achieved with a boiling fluid in the jacket, the heat transfer
rate is

Qj ¼ UA T � Tj

� � ð5:9Þ
With cooling water in the jacket, the jacket temperature depends on the
coolant flow rate and the rate of heat transfer, but with a very high flow
of coolant, an average value of Tj can be used in Eq. (5.9).

Some heat removal comes from the increase in sensible heat of the
liquid flowing into and out of the tank, so the total rate of heat removal is

QR ¼ UA T � Tj

� �þ F�cp T � TFð Þ ð5:10Þ
A plot of QR versus T is a straight line with slope UAþ F�cp

� �
. The x-axis

intercept is slightly below the value of Tj if TF < Tj, but it is equal to Tj if
TF ¼ Tj. The dashed lines in Figure 5.2 are for different values of Tj and the
same UAþ F�cp

� �
.

At steady state, the rates of heat generation and removal must be
equal, so the operating temperature is found from the intersection of the
QG and QR lines. There may be one, two, or three intersections for a given
Tj , some of which indicate unstable conditions. When Tj is quite low, as
with line 1, there is only one intersection, point a, at a low value for QG and
a low conversion. The driving force for heat transfer, T � Tj

� �
, is also low,

because not much heat is generated. The reactor is inherently stable, since a
slight increase in temperature would make QR greater than QG, and the
temperature would decrease toward the normal operating point. A slight
decrease in T would make QG > QR, which would tend to increase T and
restore normal conditions.

With a higher Tj, there could be three intersections, as shown by line 2
in Figure 5.2. The lower and upper intersections, b and d, are stable operat-
ing points according to the previous reasoning, but the middle intersection
at c indicates an unstable condition. A slight increase in temperature leads to
more heat generated than removed, and the imbalance worsens as the
temperature continues to rise toward the upper stable point d. The rapid
increase in temperature may lead to boiling of the liquid, with consequent
foaming and entrainment, or to a dangerous increase in pressure. This type
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of excursion, called a runaway reaction, has been responsible for many
explosions and fires in industrial reactors.

With a somewhat higher Tj, line 3, the QR line, becomes tangent to the
QG curve at e, which is an unstable operating point, and there is a stable
operating intersection f at high temperature and high conversion. For quite
high values of Tj, there is only one intersection, g, indicating stable opera-
tion at high conversion, high temperature, and high driving force for heat
removal.

Figure 5.2 illustrates the steady-state criterion for stability, which is
that the rate of change of heat removal must be greater than the rate of
change of heat generation at the normal operating temperature:

dQR

dT
>

dQG

dT

� �
ss

ð5:11Þ

Equation (5.11) is a necessary but not a sufficient criterion for stabi-
lity. At low to moderate conversion, there is a large reservoir of reactant in
the tank, and a sudden increase in T could increase QG more than indicated
by dQG=dTð Þss. The total derivative or the slope of the QG curve includes the
effect of changing reactant concentration as well as the effect of changing
rate constant. The maximum possible rate of change in QG is given by the
partial derivative, which for a first-order reaction is related to the total
derivative by the fraction unconverted [4]:

@QG

@T

� �
x

¼ dQG

dT

� �
ss

1

1� x

� �
ð5:12Þ

If the normal conversion is about 50%, a sudden small increase in the
temperature could increase QG by up to twice the amount predicted by
steady-state analysis. In practice, there will be some decrease in concentra-
tion during a rise in temperature, and the change in QG will depend on the
order of the reaction and the nature of the upset. A formal analysis of
reactor stability for a first-order reaction yields an additional criterion [4–6]:

UAþ F�cp
2� x

1� x

� �
>

@QG

@T

� �
x

ð5:13Þ

A conservative criterion for all reaction orders is

UAþ F�cp >
@QG

@T

� �
x

ð5:14Þ

Equations (5.13) and (5.14) are not written using dQR=dTð Þ, since the
jacket temperature is assumed constant and the heat capacity of the wall is

180 Chapter 5

Copyright © 2003 by Taylor & Francis Group LLC



taken to be negligible. For operation close to the stability limit, the
dynamics of the wall and jacket should be accounted for, especially if
there is a large temperature change from inlet to outlet in the jacket and
appreciable jacket heat capacity.

A special case arises when there is only one temperature where the rate
of heat removal equals the steady-state rate of heat generation and the heat
removal line is slightly steeper than the heat generation curve, as shown in
Figure 5.3. Since this situation is more likely to occur at a moderate con-
version, @QG=@Tð Þx may be considerably greater than dQG=dTð Þ, and the
stability criterion of Eq. (5.13) will not be satisfied. A slight increase in T will
then make QG > QR, and the temperature will increase further. However,
since there is no upper stable point, the temperature will eventually decrease
and go below the original value. The reactor will operate in cyclic fashion
between high and low values of temperature and conversion. The amplitude
of the cycles depends on the order of the reaction and the difference between
dQR=dTð Þ and @QG=@Tð Þx at the average temperature. [6,7,8].

For a zero-order reaction, there is no difference between @QG=@Tð Þx
and @QG=@Tð Þx, and Eq. (5.11) is a sufficient criterion for stability. For a
second-order reaction, the difference between these derivatives is greater
than for a first-order reaction, so Eq. (5.13) is conservative.

Another concept useful in stability analysis is the critical temperature
difference, the maximum allowable difference between reactor temperature
and jacket temperature to be sure of stable operation. When the kinetics
follow the Arrhenius relation, the partial derivative of QG is easily calcu-
lated:

QG ¼ r ��Hð ÞV ¼ f xð ÞAe�E=RT ��Hð ÞV ð5:15Þ
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FIGURE 5.3 Heat balance for a CSTR that may exhibit a limit cycle.
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@QG

@T

� �
x

¼ f xð Þ ��Hð ÞVAe�E=RT E

RT2

� �

¼ QG

E

RT2

� � ð5:16Þ

The term
RT2

E

 !
has units of temperature and is called the critical tempera-

ture difference:

�Tc ¼
RT2

E

 !
ð5:17Þ

The significance of �Tc is best shown by considering the case where
the sensible heat term is quite small and almost all of the heat of reaction is
removed to the jacket. The heat balance for stable operation then becomes

QR ¼ UA T � Tj

� � ¼ QG ð5:18Þ
For stable operation,

dQR

dT
¼ UA >

@QG

@T

� �
x

ð5:19Þ

From Eqs. (5.16), (5.17), and (5.19),

UA >
QG

�Tc

ð5:20Þ

From Eqs. (5.18) and (5.20),

UA >
UA T � Tj

� �
�Tc

ð5:21Þ

For stable operation,

T � Tj

� �
< �Tc ð5:22Þ

Equation (5.22) offers a quick way of estimating the reactor stability.
If �Tc is 208C and the preliminary design calls for T ¼ 808C and Tj ¼ 308C
with a moderate conversion, the reactor would probably be uncontrollable
since T � Tj

� �
>> �Tc. With a greater value of UA and T � Tj

� � ¼ 258C,
the reactor would be unstable according to Eq. (5.22). But if the reaction is
first order, a more thorough analysis using Eq. (5.13) might indicate stable
operation. However, it would be risky to operate close to unstable condi-
tions unless controls are present to prevent a runaway reaction.

In principle, a reactor can be operated at an unstable point using a
feedback control system if the jacket temperature can be changed rapidly
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enough when the reactor temperature rises. The jacket temperature can be
adjusted by blending warm and cold water fed to the jacket or by changing
the pressure if the jacket fluid evaporates. Consider what could happen with
automatic adjustment of the jacket temperature. If a 18C increase in reactor
temperature leads to a 38C decrease in jacket temperature, the heat removal
rate increases by 4�UA, which means the effective heat removal line is
nearly four times steeper than before. Now dQR=dTð Þ may be much greater
than @QG=@Tð Þx, making the system stable. There is a minimum gain for this
type of control system as well as the maximum gain that is calculated from
stability analysis. If the gains are far enough apart, stable operation at an
inherently unstable point is possible [9]. A cascade control system should be
used, with the jacket controller receiving a signal from the reactor tempera-
ture controller.

Batch Reactions

For batch reactions in a stirred tank, where temperature control is achieved
by jacket cooling, the concept of critical temperature difference also applies.
If a constant reactor temperature is needed, the fluid might be brought to
the desired temperature and then catalyst or a second reagent added to start
the reaction. The jacket temperature could be manually or automatically
adjusted to allow for decreasing rate as the reaction proceeded. The danger
of runaway reaction is greatest at the start, when the reactant concentration
is high, and the required T � Tj

� �
is large.

For semibatch operation, there is little chance of a runaway reaction if
the added reactant is always present at low concentrations in the reactor.
This is the case when the added reactant is a slightly soluble gas, such as
oxygen or hydrogen. The reaction temperature and reaction rate can be
controlled by the feed rate of the reactant. However, if the added reactant
is a liquid or a very soluble gas, it might accumulate in the reactor, and this
could lead to a stability problem if the difference between reactor and jacket
temperature becomes large.

Tubular Reactors

To carry out an exothermic reaction in a tubular reactor under nearly iso-
thermal conditions, a small diameter is needed to give a high ratio of surface
area to volume. The reactor could be made from sections of jacketed pipe or
from a long coil immersed in a cooling bath. The following analysis is for a
constant jacket temperature, and the liquid is assumed to be in plug flow,
with no radial gradients of temperature or concentration and no axial
conduction or diffusion.
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If the feed enters at the jacket temperature, the reactor temperature
usually rises to a maximum not far from the inlet, as shown in Figure 5.4. At
this point, the local rate of heat generation equals the rate of heat removal,
and the temperature starts to fall. (For a zero-order reaction, the tempera-
ture would remain at the maximum value until the reaction was complete).
The reactor temperature continues to decrease with length, and it
approaches the jacket temperature if the reaction goes to a high conversion.

If the maximum temperature difference Tmax � Tj

� �
is close to the

critical value, a slight change in feed concentration or jacket temperature
may lead to a large change in Tmax or to a runaway reaction. The stability
analysis differs from that for a CSTR because both temperature and con-
centration change along the length of the reactor. There are no multiple
steady states of the type possible with a CSTR. Instead, there is a unique
temperature profile for each jacket temperature and feed condition. What
makes the reactor potentially unstable in a practical sense is that very large
changes in Tmax can result from small changes in Tj or in any of the other
parameters. This region of very high sensitivity must be avoided to ensure
safe operation.

The material balance equation for a first-order homogeneous reaction
is written for an incremental length or volume using a volumetric flowrate,
F, or a velocity, u:

FCA0
dx ¼ r dV ¼ kCA0

1� xð ÞdV ð5:23Þ

u
�D2

4

 !
CA0

dx ¼ kCA0
1� xð Þ�D

2

4
dl ð5:24Þ

dx

dl
¼ k 1� xð Þ

u
ð5:25Þ

where k ¼ Ae�E=RT
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The steady-state energy balance shows that the incremental heat
released goes partly to change the sensible heat of the fluid, and the rest is
transferred to coolant in the jacket.

dQ ¼ FCAo
dx ��Hð Þ ¼ F�cp dT þU dA T � Tj

� � ð5:26Þ
or

u
�D2

4

 !
CAo

dx ��Hð Þ ¼ u
�D2

4

 !
�cp dT þU�D dl T � Tj

� � ð5:27Þ

Combining Eqs. (5.25) and (5.27) and rearranging gives

dT

dl
¼

CAo
k 1� xð Þ ��Hð Þ �U

4

D
T � Tj

� �
u�cp

ð5:28Þ

Equations (5.25) and (5.28) can be solved numerically to give T and x
as functions of l. One approach is to use small increments of l to calculate
�x from Eq (5.25) and then get �T from Eq (5.28). At each step, revised
values of �x and �T are obtained using k at T þ�T=2ð Þ and using
T þ�T=2� Tj

� �
as the heat transfer driving force. Another method is to

use small increments of x to get �l from Eq. (5.25) and then get �T . (Don’t
confuse �T , the incremental change in reactor temperature, with T � Tj

� �
,

the driving force for heat transfer.)

Example 5.1

Calculate the temperature profiles for the following reaction carried out in a
2-cm-diameter tubular reactor with feed and jacket temperatures of about
350 K.

A ! Bþ C �H ¼ �25 kcal=mol

r ¼ kCA CA0
¼ 2M ¼ 0:002 mol=cm3

k ¼ 0:00142sec�1 at 340K

E

R
¼ 15;000K�1

� ¼ 0:8 g=cm3

cp ¼ 0:5 cal=g; 8C

U ¼ 0:025 cal=sec; cm2; 8C

u ¼ 60 cm=sec
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Solution.

ln
k

0:00142

� �
¼ 15,000

1

340
� 1

T

� �

From Eq. (5.25),

dx

dl
¼ k 1� xð Þ

60

From Eq. (5.28),

dT

dl
¼ 0:002k 1� xð Þ 25,000ð Þ � 0:025 2:0ð Þ T � Tj

� �
60 0:8ð Þ 0:5ð Þ

These equations were solved numerically, and the temperature profiles
for four feed temperatures are plotted in Figure 5.5. For T0 ¼
Tj ¼ 348 or 349 K, the temperature profiles appear normal in shape, with
a maximum temperature at about 25–30% conversion. A 18C increase in
feed temperature results in a 3.58C increase in maximum temperature, which
shows that the reaction has a moderate sensitivity to changes in initial
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FIGURE 5.5 Temperature profiles and conversion for a jacketed tubular reactor,
Example 5.1.
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conditions. With T0 ¼ 350 K, the temperature profile still appears normal,
but the maximum temperature increases by 6.58C for the 18C increase in T0.
This high sensitivity to T0 is a warning that the reactor is nearing unstable
operation. This is confirmed by calculations for T0 ¼ 351 K, which show a
runaway reaction with a peak temperature of 419 K (offscale in Fig. 5.5) and
complete conversion at L ¼ 20m. Therefore it would not be safe to operate
the reactor at T0 ¼ 350 K, and perhaps not even at T0 ¼ 349 K, because a
small change in jacket temperature, feed concentration, or heat transfer
coefficient could lead to a runaway reaction.

Another way of judging how close a reactor is to unstable operation is
to compare the maximum temperature rise with the critical temperature
difference, as defined by Eq. (5.17). This ratio is denoted by �:

� ¼ Tmax � Tj

�Tc

¼ Tmax � Tj

RT2=E
ð5:29Þ

A conservative criterion for stability is that � be less than 1.0. The actual
stability limit depends on the reaction kinetics and on �, the ratio of the
adiabatic temperature rise to �Tc,

� ¼ �Tad

�Tc

ð5:30Þ

Going back to Example 5.1 and Figure 5.5, �Tc is about 8:68 C based
on T ¼ 360K ð3602=15;000 ¼ 8:64). For T0 ¼ 350 K, Tmax ¼ 365K, and
� ¼ 15=8:6 ¼ 1:74, and � ¼ 125=8:6 ¼ 14:5. The reactor profile appears
normal even though � > 1, because the decrease in reactant concentration
with length has a stabilizing effect. If the reaction was second order, the
limiting temperature profile would correspond to � � 2:0; but for a zero-
order reaction, the stability limit is � ¼ 1:0 [10].

The reactor stability decreases with increasing values of �, since the
fraction converted at the peak temperature is lower when �Tad is higher.
One study showed that the allowable value of � for a first-order reaction
ranged from 2.4 to 1.1 as � increased from about 7 to 70 [11,12]. There have
been many other studies of the stability of tubular reactors and batch reac-
tors, and some complex correlations for the stability limit allowing for
changes in coolant temperature with length and the thermal capacity of
the reactor wall [13]. However, it is generally not necessary to get the
exact stability limit. The conservative criterion that � < 1 is often used
unless calculations for different conditions show that even with � > 1 the
reactor is definitely stable to all likely disturbances.
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PACKED-BED TUBULAR REACTORS

Reactions on solid catalysts are often carried out in tubes or pipes packed
with spherical, cylindrical, or ring-shaped catalyst particles. For exothermic
reactions, small-diameter tubes are used to permit nearly isothermal opera-
tion and prevent a temperature runaway. For small-scale operation, a cool-
ing jacket can be placed around each pipe. But for large production,
hundreds or thousands of tubes containing catalyst are mounted in a heat
exchanger, with coolant circulated on the shell side. The design is more
complicated than for homogeneous reactions, since there are radial as well
as axial temperature gradients in the tubes, and there may also be significant
concentration and temperature gradients near the surface of the individual
particles. The effects of internal concentration gradients were discussed in
Chapter 4. Here we first treat mass and heat transfer to the external surface
of catalyst particles, and then the problem of heat transfer in a bed of
particles is discussed, with recommendations for design procedures.

External Mass Transfer

Diffusion of reactants to the external surface is the first step in a solid-
catalyzed reaction, and this is followed by simultaneous diffusion and reac-
tion in the pores, as discussed in Chapter 4. In developing the solutions for
pore diffusion plus reaction, the surface concentrations of reactants and
products are assumed to be known, and in many cases these concentrations
are essentially the same as in the bulk fluid. However, for fast reactions, the
concentration driving force for external mass transfer may become an
appreciable fraction of the bulk concentration, and both external and inter-
nal diffusion must be allowed for. There may also be temperature differ-
ences to consider; these will be discussed later. Typical concentration
profiles near and in a catalyst particle are depicted in Figure 5.6. As a
simplification, a linear concentration gradient is shown in the boundary
layer, though the actual concentration profile is generally curved.
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FIGURE 5.6 External and internal concentration gradients for a catalyst pellet: (a)
Slow reaction; (b) fast reaction; (c) very fast reaction.
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In Figure 5.6a, the surface concentration is almost equal to the bulk
value, and external mass transfer has a negligible effect on the reaction rate.
Note that the gradient just inside the particle is steeper than that outside,
because the effective diffusivity, De, is much less than the bulk diffusivity,
DAB, and the fluxes to the particle and into the particle are equal:

DAB

dCA

dr

� �
R;outside

¼ De

dCA

dr

� �
R;inside

ð5:31Þ

Figure 5.6b shows the gradient for a fast reaction and a low effective-
ness factor. The external gradient becomes steeper, to keep up with the
faster reaction in the pellet. Again, the gradient just inside the pellet is
several times steeper than the external gradient. In typical cases, De would
be 0.01–0.2 times DAB, making the internal gradient 5–100 times steeper
than that outside the pellet.

With an extremely active catalyst or very high temperature, most of
the reactant is consumed very close to the external surface, as shown in
Figure 5.6c, and the effectiveness factor is very low. The reactants must
still diffuse through the entire boundary layer, which may be a much greater
distance that the average diffusion distance inside the pellet. When the sur-
face concentration is almost zero, the reaction rate is controlled by the rate
of external mass transfer, and further increases in the kinetic rate constant
have almost no effect on rate.

The rate of mass transfer to the surface is expressed using either con-
centration or partial pressure as a driving force. The term a is the external
surface area per unit mass of catalyst:

r ¼ kca CA � CAs

� � ð5:32Þ

r ¼ kga PA � PAs

� � ð5:33Þ
For a first-order reaction, the mass transfer coefficient can be combined with
the effective rate constant to give an overall coefficient, KO, since we have
two first-order steps in series.

r ¼ k�PAs
ð5:34Þ

Combining Eqs. (5.33) and (5.34) gives

r ¼ KOPA ð5:35Þ
where

1

KO

¼ 1

kga
þ 1

k�

Heat and Mass Transfer in Reactors 189

Copyright © 2003 by Taylor & Francis Group LLC



The importance of external mass transfer can be judged by comparing
kga and k� or their reciprocals, which are resistances. For example, if kga ¼
10 and k� ¼ 2 (any consistent units), KO ¼ 1:67 and external mass transfer
contributes 0.1/0.6 or 17 percent of the overall resistance to the process of
mass transfer plus reaction.

If the reaction is not first order, Eq. (5.33) still applies, but there is no
general solution for the overall reaction rate. If the reaction follows
Langmuir–Hinshelwood kinetics and the effectiveness factor can be esti-
mated, the reaction rate can be calculated for certain values of PA and PB:

Aþ B ! C

r ¼ k�KA

PAs
KBPBs

1þ KAPAs
þ KBPBs

� �2 ð5:36Þ

Equation (5.36) can be used with Eq. (5.33) to permit solving for
PA � PAs

� �
and r if the gradient for B is negligible (B might be in large

excess). A graphical solution is shown in Figure 5.7, where the reaction
rate is plotted against PAs

for a given value of PBs
. When PA is high (as

with PA1
) and the reaction is nearly zero order to A, the mass transfer

driving force, PA � PAs
is about 20% of PA, but the reaction rate r is only

about 4% less than the ideal rate. However, when PA is lowered to PA2
and

the apparent reaction order is close to 1, external mass transfer has a much
greater effect on the overall rate (about a 30% reduction for the second case
shown in Fig. 5.7).

Mass and Heat Transfer to a Single Sphere

Because of the analogy between mass transfer by diffusion and heat transfer
by conduction in a boundary layer, correlations for mass transfer and heat
transfer to particles are similar. For mass transfer to a single isolated sphere,
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FIGURE 5.7 Effect of external mass transfer with a Langmuir–Hinshelwood reac-
tion.
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the Sherwood number depends on the square root of the Reynolds number,
but it approaches a theoretical limit of 2.0 as the Reynolds number
approaches zero. The following equation is fairly accurate up to a
Reynolds number of 1000:

Sh ¼ kcd

DAB

¼ 2:0þ 0:6 Re1=2Sc1=3 ð5:37Þ

For heat transfer, the Nusselt number is

Nu ¼ hd

k
¼ 2:0þ 0:6 Re1=2 Pr 1=3 ð5:38Þ

Equation (5.38) is known as the Frössling [14] equation or the Ranz
and Marshall [15] equation. The exponents 1=2 and 1=3 come from bound-
ary-layer theory, and the 0.6 is an empirical constant that gives the average
coefficient over the sphere surface. The local coefficient is two to three times
higher at the front of the sphere than at the point of boundary-layer
separation.

Mass and Heat Transfer in Packed Beds

When spheres or other particles are in a packed bed, the mass and heat
transfer coefficients are higher than for isolated particles exposed to the
same superficial velocity. There is also more uncertainty in the coefficients,
because published data show considerable scatter and significant differences
in the Reynolds number exponents. Most of the published data are reported
as j-factors, which are dimensionless groups that are functions of the
Reynolds number:

For mass transfer : jm ¼ kc
u
Sc2=3 ¼ f1 Reð Þ ð5:39Þ

For heat transfer : jh ¼
h

cpG
Pr 2=3 ¼ f2 Reð Þ ð5:40Þ

Figure 5.8 shows typical reported correlations for jm and jh based on
tests of water evaporation from porous particles [16,17], sublimation of
naphthalene[18], diffusion-controlled decomposition of hydrogen perox-
ide[19], and electrochemical reduction of ferricyanide ions [20]. In the
middle range of Reynolds numbers, Re ¼ 100–1000, the j-factor correlations
are in reasonable agreement, considering the difficulties in measuring or
estimating the values of surface temperature or surface concentration.

Although early workers reported separate correlations for jm and jh,
they should be identical unless heat transfer by radiation is important or
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unless the net flow to or from the surface is significant. An equation that fits
most of the data fairly well is [21]

jm ¼ 1:17 Reð Þ�0:42 ð5:41Þ
To permit comparison with data for single spheres, the j-factor can be

converted to Sherwood or Nusselt numbers by multiplying by Re and

Sc1=3or Pr1=3:

kc
u
Sc2=3

du�

�
Sc1=3 ¼ kcd�

�
Sc ¼ kcd

DAB

ð5:42Þ

Therefore Eq. (5.41) becomes

Sh ¼ 1:17Re0:58Sc1=3 ð5:43Þ
Similarly,

Nu ¼ 1:17Re0:58Pr1=3 ð5:44Þ
Figure 5.9 compares Sherwood and Nusselt numbers for single spheres

with those for particles in packed beds. For gases Sc ffi 1;Pr ffi 1ð Þ, the
transfer coefficients are about three times higher in packed beds, in large
part because the maximum gas velocity in the bed is up to several-fold
higher than the superficial velocity, which is used in the Reynolds number.
Note that for low Reynolds numbers, extrapolation of Eq. (5.43) would give
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FIGURE 5.8 Mass and heat transfer correlations for packed beds.
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values of kc less than for an isolated sphere, which cannot be correct. The
equation for packed beds should be of the form

Sh ¼ Sh0 þ bRe0:58Sc1=3 ð5:45Þ
The limiting Sherwood number is probably between 6 and 10; the value will
depend on the bed porosity and particle shape.

Internal Temperature Gradients

When an exothermic reaction takes place in a catalyst particle, the heat
released by reaction is conducted to the outside of the particle and then
transferred to the fluid phase. The temperature gradients for typical cases
are sketched in Figure 5.10. The difference between the center temperature,
TC, and the surface temperature, Ts, is usually quite small and can often be
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FIGURE 5.9 Comparison of transfer coefficients for a single sphere and particles in
packed beds.

FIGURE 5.10 External and internal temperature and concentration gradients: (a)
Slow reaction, high �; (b) fast reaction, low �.
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neglected when compared to the external temperature difference Ts � Tg

� �
.

The following derivation leads to a simple equation for TC � Tsð Þ, which can
be used when the difference is small.

Consider an exothermic reaction in a spherical pellet with a significant
internal concentration gradient for the key reactant, A:

Aþ B ! C

r ¼ kPA

The total heat released in the particle is the flux of A into the particle times
the heat of reaction:

QG ¼ 4�R2De

dCA

dr

� �
R

��Hð Þ ð5:46Þ

Heat is transferred to the particle surface by conduction, and the thermal
conductivity of the catalyst is ks:

Qt ¼ �4�R2ks
dT

dr

� �
R

ð5:47Þ

Similar equations can be written for any radius r within the particle,
and the 4�r2 terms cancel when QG and Qt are equated:

De

dCA

dr

� �
r

��Hð Þ ¼ �ks
dT

dr

� �
r

ð5:48Þ

�dT ¼ De ��Hð ÞdCA

ks
ð5:49Þ

Integration of Eq. (5.49) gives

Tc � Tsð Þ ¼ De CAs
� CAC

� � ��Hð Þ
ks

ð5:50Þ

The maximum temperature difference occurs when the effectiveness factor is
low and the concentration at the center is almost zero:

TC � Tsð Þmax¼
DeCAs

��Hð Þ
ks

ð5:51Þ

Example 5.2

The hydrogenation of ethylene is studied at 2008C and 1.2 atm using 5-mm
catalyst pellets and a gas with 5% C2H4 and 95% H2. The solid conductivity
is about 8� 10�4cal=sec;cm2; 8C=cm [10], and De for C2H4 is 0.02 cm2/sec.
Estimate the maximum internal temperature difference:
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C2H4 þH2 ! C2H6 �H ¼ �32:7 kcal

Solution. Assume

Cs ¼ Cg ¼
0:05

22;400
� 1:2

1

� �
� 273

473

� �
¼ 1:55� 10�4 mole=cm3

From Eq. (5.51)

TC � Tsð Þmax¼
0:02 1:55� 10�6

� �
32;700ð Þ

8� 10�4
¼ 1:27�C

A temperature difference of 1.38C would generally be considered negligible.

It might seem strange that the reaction rate constant and the pellet
radius do not affect TC � Tsð Þmax, although increasing the radius or the rate
constant lowers the effectiveness factor and CAC

, and thus increases
TC � Tsð Þ, according to Eq. (5.50). However, once the effectiveness factor
is low enough to make the center concentration almost zero, further
increases in the rate constant k shift the reaction zone closer to the external
surface, so heat does not have to be transferred as far. The internal tem-
perature gradient becomes steeper as k increases, as shown in Figure 5.10,
and TC � Tsð Þ remains constant.

If some combination of parameters is suspected to lead to large inter-
nal temperature differences, the temperature distribution, effectiveness fac-
tor, and reaction rate could be calculated by solving the equations for pore
diffusion and reaction simultaneously with the equation for heat conduc-
tion. Numerical solutions for some cases of first-order kinetics have been
published [22], and the predicted effectiveness factors range from 0.01 to
over 100. Effectiveness factors greater than 1.0 result when the effect of
higher internal temperature outweighs the effect of lower reactant concen-
tration. However, these solutions are hardly ever applied to real problems,
because the kinetics are often more complex than first order, and because
the thermal parameters do not match the specific values of the published
studies. Furthermore, when the reaction is rapid enough to make Tc � Tsð Þ
significant, the external temperature and concentration differ significantly
from the bulk values, and the reaction rate is more dependent on external
mass and heat transfer coefficients than on the internal temperature
gradient.

External Temperature Difference and Stability Analysis

The temperature gradient in the gas film just outside a catalyst pellet is
steeper than the internal gradient at the surface, because the solid conduc-
tivity is generally several times greater than the thermal conductivity of the
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gas, and the heat flux to the surface equals the heat flux away from the
surface:

Q ¼ 4�R2ks � dT

dr

� �
R;pellet

¼ 4�R2kg � dT

dr

� �
R;gas

ð5:52Þ

� dT

dr

� �
R;gas

¼ ks
kg

� dT

dr

� �
R;pellet

ð5:53Þ

The external temperature difference can be related to the reaction rate and
the heat generated in a pellet using the appropriate correlation to predict the
heat transfer coefficient for the gas film. At steady state, the rate of heat
generation is equal to the rate of heat removal. For a first-order reaction in a
spherical pellet, the heat balance is

Q ¼ 4

3
�R3�sk�CAs

��Hð Þ ¼ 4�R2h Ts � Tg

� � ð5:54Þ

Equation (5.54) can be used for a first estimate of Ts � Tg

� �
, but since

k and � depend on the average pellet temperature and since CAs
is lower than

the bulk concentration CA, a trial-and-error solution would be needed for
exact values of Ts and CAs

. A simpler equation to show the relative values of
Ts and CAs

is obtained by relating Q to the rate of mass transfer to the
surface and the heat of reaction:

Q ¼ 4�R2kc CA � CAsð Þ ��Hð Þ ¼ 4�R2h Ts � Tg

� � ð5:55Þ
The ratio kc=h comes from the j-factor correlations for particles in a

packed bed, Eqs. (5.39) and (5.40), with f1 ¼ f2:

kc
u
Sc2=3 ¼ h

cpG
Pr2=3 ð5:56Þ

kc
h
¼ u

cpG

Pr

Sc

� �2=3

ð5:57Þ

Since G ¼ u�, combining Eqs. (5.55) and (5.57) gives

Ts � Tg ¼
Pr

Sc

� �2=3 CA � CAs

� � ��Hð Þ
�cp

ð5:58Þ

The adiabatic temperature rise for the system is a convenient scaling
parameter:

�Tad ¼ CA ��Hð Þ
�cp

ð5:59Þ
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Combining the last two equations shows that the scaled temperature differ-
ence is proportional to the relative concentration difference:

Ts � Tg

�Tad

¼ Pr

Sc

� �2=3 CA � CAs

� �
CA

ð5:60Þ

Since the Schmidt and Prandtl numbers for gases are not far from 1.0
and since �Tad is often quite large (200–5008C), an external concentration
difference of only 5–10% is accompanied by an appreciable external tem-
perature difference. A 108C rise in surface temperature would have a much
greater effect on the reaction rate than a 5–10% decrease in surface con-
centration. When a reaction is rapid enough for external gradients to be
important, attention is generally focused on the external temperature differ-
ence. If this difference is too large, the pellet may become unstable and jump
to a much higher temperature.

The stability problem for an exothermic reaction in a catalyst particle
is similar to that for a reaction in a CSTR, in that multiple solutions of the
heat and mass balance equations are possible. A typical plot of heat gen-
eration and removal rates is shown in Figure 5.11. The values of QG and QR

are in cal/sec, g, and a is the external area in cm2/g. The plot differs from the
one for a CSTR (Fig. 5.2) in that the highest possible value for QG is a mass
transfer limit corresponding to Cs ¼ 0 and not to complete conversion. The
mass transfer limit increases with temperature because of the increase in
diffusivity, and the limit also increases with gas velocity. The heat removal
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FIGURE 5.11 Stable and unstable operating points for an exothermic reaction in a
catalyst particle.
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lines in Figure 5.11 have a constant slope, but a more accurate plot over a
wide temperature range would show increases in slope because of radiant
heat transfer at high temperatures.

The heat removal lines in Figure 5.11 are for different bulk gas tem-
peratures, and the lines start at QR ¼ 0, where Ts ¼ Tg. For the lowest gas
temperature, TG=T1 , there is only one intersection, point a, which is a
stable operating point, where Ts is only slightly greater than Tg. For
Tg ¼ T4, there is also only one intersection, point g, which is a stable surface
temperature at a large concentration difference. For Tg ¼ T2, there are three
intersections, and point c is an unstable operating point. A slight increase in
Ts would make QG > QR, and the temperature would rise to the upper
stable point. If the gas temperature was gradually increased starting at T1,
the surface temperature would increase, and the pellet would be stable until
the QR curve became tangent to the QG curve at point e. This is an unstable
point, and the temperature would rise to point f . The corresponding value
of Ts � Tg

� �
at point e is the critical temperature difference for stable

operation.
A conservative estimate of the critical temperature difference can be

obtained by equating ha, the rate of change of QR with Ts, to the partial
derivative of QG with Ts, assuming an exponential increase in reaction rate
with temperature. The result is the same equation that was derived for a
CSTR, Eq. (5.17):

�Tc ¼
RT2

s

E
ð5:61Þ

The true allowable temperature difference is somewhat higher than the value
from Eq. (5.61), because Cs decreases as Ts increases. The stability depends
on the order of the reaction and the relative concentration change. Another
stabilizing effect is the decrease in apparent activation energy with tempera-
ture if the reaction is in the region of moderate to strong pore diffusion
limitations.

When a catalyst is operating with a temperature difference close to the
critical value, a slight change in reactant concentration, gas temperature, or
gas flow rate can lead to a rapid rise in pellet temperature. This jump might
be called a runaway if it leads to greatly increased byproduct formation or
other undesired effects. However, if a high reaction temperature is desired,
as in incinerators and catalytic mufflers, the jump is called ignition, and the
ignition temperature is the gas temperature needed to initiate a jump to an
upper stable state.

The transition from stable operating conditions at low temperatures to
an unstable point and then stable high-temperature operation can be illu-
strated on an Arrhenius plot of ln(rate) versus reciprocal gas temperature,
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Figure 5.12. In the low-temperature region, the plot may appear linear,
implying a constant activation energy. However, as the rate increases, the
difference between surface and gas temperature also increases, so the slope
of the line based on Tg indicates an apparent activation energy greater than
the value based on surface temperature. The rate plotted as a function of the
estimated surface temperature is shown as a dashed line in Figure 5.12.
When the critical �T is reached, the plot of ln r vs 1=Tg becomes discontin-
uous, since there is no steady-state solution until the upper stable point is
reached. Further increases in temperature give small increases in rate
because the mass transfer coefficient increases slightly with increasing
temperature.

If the gas temperature is gradually decreased, the rate remains high as
the temperature passes the ignition point and then drops abruptly at the
extinction point, which occurs when the heat removal line becomes tangent
to the heat generation curve, as at point h in Figure 5.11. The heat removal
line is not shown for this situation, but the gas temperature at extinction
would be slightly less than T2. The width of the hysteresis zone in Figure 5.12
depends on the shape of the QG curve and could be only a few degrees
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FIGURE 5.12 Ignition and extinction points for an exothermic reactions in a catalyst
pellet.
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Centigrade or more than 1008C. Some systems with a low activation energy
and a high heat transfer coefficient may not have multiple solutions and
show only a smooth rise in surface temperature and reaction rate as the gas
temperature increases.

There are many examples of ignition phenomena in the literature. The
burning of carbon particles in air is controlled by kinetics at moderate
temperatures and has a high activation energy. Once ignition occurs, the
particles become red hot, and the reaction rate is limited by mass transfer.
Combustion of single carbon spheres was studied by Tu, Davis, and Hottel
[23], who found a high activation energy and a rate independent of gas
velocity up to temperatures of about 1000 K. At high temperatures, com-
bustion was diffusion controlled with a low activation energy, and the rate
increased with the 0.5 power of the gas velocity. There was a jump in surface
temperature on ignition, but it was not as large as predicted by Eq. (5.60),
because radiant heat transfer was the dominant mode of heat removal.

The catalytic hydrogenation of olefins provides an example of ignition
at relativity low temperatures. Figure 5.13 shows rate data for hydrogena-
tion of ethylene with 0.14-in. spheres of Ni/Al2O3 [24]. For temperatures of
348C to 738C, the reaction rate nearly doubled for each 128C increase in
temperature and then increased ninefold for an 88C increase in temperature.
Analysis shows that the external temperature difference Ts � Tg

� �
was about

128C at 738C and exceeded �Tc at the next value of Tg.
The ignition point can also be reached by changing other parameters,

such as reactant concentration, gas velocity, and particle size. The effect of
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FIGURE 5.13 Instability observed in ethylene hydrogenation. (Data from Ref. 24).
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particle size on ethylene hydrogenation is shown in Figure 5.14 [25]. The
initial decline in rate is due to a decrease in effectiveness factor, and the large
increase in rate at about 0.04 cm occurs because the critical temperature
difference was exceeded. For large particles, the surface temperature is high
and the reaction is diffusion controlled. The decrease in rate with particle
size is due mainly to the decrease in external area.

RADIAL HEAT TRANSFER IN PACKED BEDS

When an exothermic reaction is carried out in a packed tube and heat is
removed at the wall, the radial temperature profile is approximately para-
bolic, with a maximum at the center, as shown in Figure 5.15. The shape of
the profile is similar to that for a laminar flow reactor, but the radial heat
flux for a given gradient is much greater than with laminar flow of gas,
because the particles contribute to an enhanced thermal conductivity.
Near the wall, the profile becomes much steeper, because heat transfer is
mainly by conduction through the gas boundary layer. At any point in the
bed, the solid temperature is at least slightly higher than the gas tempera-
ture, as indicated by the dashed line in Figure 5.15. However, the local
difference Ts � Tg

� �
is much smaller than the overall temperature drop in

the bed, and in the model used here, called a homogeneous model, Ts and Tg

are assumed to be the same. The reactor temperature is Tg, with Tave

referring to a cross-sectional average temperature and TC to the center or
maximum temperature.
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FIGURE 5.14 Effect of particle size on ethylene hydrogenation. (Data from Ref.
25).
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In a one-dimensional model of a tubular reactor, the radial heat flux is
expressed using an overall coefficient and an average driving force:

Q ¼ UA Tave � Tj

� � ð5:62Þ

An alternate approach might be based on the maximum driving force and a
different coefficient, U 0.

Q ¼ U 0A TC � Tj

� � ð5:63Þ

Use of the average driving force, Tave � Tj

� �
and Eq. (5.62) is preferred to

simplify the analysis. In a stepwise calculation to get the concentration and
temperature as a function of reactor length, Tave is used to evaluate the rate
constant k and the rate of heat transfer. The centerline temperature, TC, can
be calculated later if necessary [see Eq. (5.88)].

The overall coefficient U is obtained by summing the resistances in the
jacket, the metal wall, the gas film at the wall, and the catalyst bed:

1

U
¼ 1

hj
þ rwall þ

1

hw
þ 1

hbed
ð5:64Þ

Determining the values of hw and hbed from experiments is a challenging
task, and a great many empirical correlations have been presented. Most of
the data are for heat transfer without reaction, such as for heating air in a
steam-jacketed pipe packed with spheres. For these tests, Q is measured
from the change in sensible heat of the air, and U is calculated from the
usual equation, Q ¼ UA�TL. The small steam–film and metal–wall resis-
tances can be subtracted from the overall resistance to obtain an overall bed
coefficient, ho:
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FIGURE 5.15 Radial temperature profile in a packed-bed tubular reactor.
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1

U
� 1

hj
� rw ¼ 1

hw
þ 1

hbed
¼ 1

ho
ð5:65Þ

Early attempts to get a correlation for ho similar to the correlations for pipe
flow showed wide variations in the exponents for the dimensionless groups
and even differences in the equations for heating and cooling [26,27]. Such
variations are understandable when we consider the different mechanisms of
heat transfer in the bed itself and in the gas film at the wall.

Mechanisms of Heat Transfer in Packed Beds

The principle mechanisms of heat transfer in packed beds are (1) conduction
through the gas and solid phases, (2) radiation between particles combined
with conduction, and (3) convective flow of fluid elements. Conduction of
heat in a two-phase system is analogous to conduction of electricity or
diffusion, and rigorous solutions for the effective conductivity or diffusivity
are available for regular arrays, such as uniform spheres in cubic or hexa-
gonal packing. For a packed-bed or a tubular reactor, where particles are
just dumped in the bed, the random arrangement of the packing makes a
theoretical approach too difficult. Instead we rely on measurements of effec-
tive thermal conductivity that are made for rectangular beds of dumped
packing with no fluid flow. Some typical results are shown in Figure 5.16,
where the effective thermal conductivity relative to that of the gas, k0e=kg, is
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FIGURE 5.16 Effective thermal conductivity of packed beds.
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plotted as a function of the conductivity ratio for the individual phases
[28–31]. When ks=kg is about 10, a typical value for a porous catalyst in
air, the effective bed conductivity k0e is about 4kg. The highest values of
ks=kg are for quartz or metal particles, and k0e=kg may be 10–15. With solids
of very high conductivity, the limiting resistance is in the thin film of gas
where the particles touch or almost touch, so changes in ks have little effect
on k0e if ks=kg > 1000. The zero superscript in k0e is a reminder that these are
zero-flow values. The conductivity of a bed or a suspension of particles
depends on the packing density or the void fraction, which may explain
some of the scatter in Figure 5.16. The typical void fraction for a bed of
spheres or stubby cylinders is 0.4, but higher values are found when the tube
diameter is only a few times the particle size.

For tests at 1008C, radiation is probably negligible, but for catalysts
beds at 2008C or higher, radiation may have a significant effect on the bed
conductivity. The radiant flux between two surfaces is proportional to the
fourth-power temperature differences:

Qrad

A
¼ 
� T4

1 � T4
2

� � ð5:66Þ

The temperature term can be expanded to

T4
1 � T4

2

� � ¼ T2
1 þ T2

2

� �
T1 � T2ð Þ T1 þ T2ð Þ

Since T1 ffi T2 for adjacent particles in the bed, a radiation heat transfer
coefficient can be calculated:

Qrad

A
¼ 
�� 4T3

1 T1 � T2ð Þ � hr T1 � T2ð Þ ð5:67Þ
hr ¼ 4
�T3

1 ð5:68Þ
To convert the radiant heat transfer coefficient to a contribution to the

effective bed conductivity, the particle diameter must be included, because
this affects the path length for radiant energy transfer. Radiation between
particles and conduction through the solid are accounted for in the model of
Schotte [32]:

kr ¼
1� �

1

ks
þ 1

hrdp

þ �hrdp ð5:69Þ

For 3-mm catalyst particles in air, kr is about 1.2kg at 3008C and 2.0kg at
5008C.

The major mechanism of heat transfer at high flow rates is the random
sideways motion of fluid elements as they pass through successive layers of
particles. A tracer introduced at the center of the bed will spread in a conical
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plume and reach the wall after a certain number of layers. The radial spread
can be described by a turbulent diffusivity and presented as a Peclet number
for mass transfer:

Pem ¼ dpu0

Dtd

ð5:70Þ

Hot gas at the center will also move radially carrying heat to the walls. The
Peclet number for heat transfer includes a turbulent diffusion conductivity:

Peh ¼
dpu0�cp
ktd

ð5:71Þ

Random walk theory shows that both Pem and Peh should be about
8–10, in agreement with diffusion measurements [33]. Taking the Peclet
number as 10, the contribution to bed conductivity is normalized using
gas conductivity:

ktd
kg

¼ 0:1
dpu0�cp

kg
ð5:72Þ

Multiplying by �=� gives the useful form

ktd
kg

¼ 0:1Re� Pr ð5:73Þ

The final equation for bed conductivity is

ke
kg

¼ k0e
kg

þ kr
kg

þ 0:1Re� Pr ð5:74Þ

Note that ke is a linear function of Re, and for high Reynolds number,
ke is almost proportional to Re. To relate ke to hbed, the bed geometry and
shape of the temperature profile are needed. If q, the rate of heat generation
per unit volume of bed, is assumed to be independent of the bed radius, a
heat balance for a unit length of cylindrical bed is:

�r2q ¼ 2�rke � dT

dr

� �
ð5:75Þ

q

ðR
0

r dr ¼ �2ke

ðTR

Tc

dT ð5:76Þ

TC � TR ¼ q
R2

4ke
ð5:77Þ
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The temperature profile in the bed is parabolic, and TR is the tempera-
ture that would be reached by extending the parabola to the wall, as shown
in Figure 5.15. The total heat generated is equated to the heat conducted
from the bed, using the driving force Tave � TRð Þ:

Q ¼ �R2q ¼ hbed 2�Rð Þ Tave � TRð Þ ð5:78Þ
Combining Eqs. (5.77) and (5.78) gives

hbed ¼ 2ke
R

TC � TR

Tave � TR

� �
ð5:79Þ

Since

Tave ¼
ÐR
0
2�rT dr

�R2
; and T ¼ TC � TC � TRð Þ r

R

� �2
integration leads to

Tave ¼
TC þ TRð Þ

2
or TC � TRð Þ ¼ 2 Tave � TRð Þ:

As a result,

hbed ¼ 4
ke
R

ð5:80Þ

The assumption that q is constant may seem unrealistic, but allowing for the
change in q usually has only a slight effect on the temperature profile and the
effective value of hbed.

Heat Transfer at the Wall

The main mechanism of heat transfer at the wall of a packed bed is con-
duction through a boundary layer whose thickness depends on the gas
velocity, the particle size, and the arrangement of particles near the wall.
A correlation similar to that for heat transfer to particles in the bed might be
expected, but a rigorous theory has not yet been developed. There are many
empirical correlations for hw or for Nuw, but the values and exponents differ
widely, reflecting the difficulty in separating 1=h0, the overall bed resistance,
into its two parts, 1=hw and 1=hbed. Some workers have measured radial
temperature profiles inside or just above the bed in an attempt to get a direct
determination of hw. However, the unusual velocity profile in a small-dia-
meter packed bed makes rigorous calculations very difficult. As sketched in
Figure 5.17, the gas velocity goes from zero at the wall to a maximum about
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half a particle diameter from the wall [35–37]. The maximum velocity may
be as high as three times the centerline velocity. Several maxima and minima
may be found in a radial traverse due to variations in local void fraction. A
circular traverse just above the bed near the wall will also show variations in
velocity and temperature as the probe passes over particle and void spaces.

The correlation for Nuw used here is based on tests by Peters and
Schiffino [38], who studied heat transfer from steam to air in 1-, 2-, and
4-inch pipes packed with spheres or cylinders of several sizes. Gases from
the bed were passed through a mixing cup to get the average exit tempera-
ture, which was used to calculate the overall coefficient, U. A correction for
the small resistance of the metal wall and condensate film gave values of ho,
the overall bed coefficient. The wall coefficient hw was calculated from ho
using predicted values of hbed:

1

hw
¼ 1

ho
� 1

hbed
ð5:81Þ

The simplest correlation was based on an Eq. (5.80) for hbed and an
assumed Peclet number of 10 to get ke. The zero-flow term was estimated to
be 5:

ke
kg

¼ 5þ 0:1Re� Pr ð5:82Þ

The resulting Nusselt numbers for spheres are shown in Figure 5.18, and a
single line fits all the data except for 3

4
-inch spheres in a 1-inch pipe. The
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FIGURE 5.17 Velocity profile in a packed tubular reactor.
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effect of gas properties was not investigated, and a 0.33-power dependence
on Prandtl number was assumed to give the following correlation:

Nuw ¼ 1:94Re0:5p Pr0:33 ð5:83Þ
The Nusselt numbers for cylinders and rings showed more variation with
particle size, but the differences from the results for spheres were not enough
to justify a separate correlation.

An alternate correlation for Nuw was developed allowing for a linear
increase in Pe with dp=dt

� �
[38], but the fit to the data was not improved, and

the simpler correlation given by Eq. (5.83) is recommended.
Increasing dp decreases hw but increases hbed, and ho goes through a

broad maximum as dp increases. From the standpoint of heat transfer, the
optimum dp=dt

� �
ratio is in the range 0.1–0.2. However, increasing dp

decreases the pressure drop through the bed and often reduces the effective-
ness factor, so there are many factors to consider in choosing the particle
size. Both hw and hbed increase with gas velocity, and quite high velocities
may be used to get high values of U and decrease the chance of a runaway
reactor. When the Reynolds number is very high Re > 2000ð Þ and
dp=dt ¼ 0:1�0:2, the major resistance to heat transfer is in the wall film,
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FIGURE 5.18 Nusselt numbers for spheres, constant approach. (From Ref. 38 ¼
Pem with permission of the American Chemical Society.)
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and the temperature drop in the bed is relatively small. Under these con-
ditions, the assumption of a parabolic temperature gradient is more realistic
then when most of the temperature change is in the bed.

Example 5.3

The partial oxidation of ethylene (E) with air is carried out in a tubular
reactor with 0.4-cm catalyst pellets packed in 3.8-cm tubes. The feed gas
contains 4% E, 6% CO2, 7% O2, and 83% N2 and enters the reactor at
2308C, a total pressure of 5.0 atm, and a superficial velocity of 1.5 ft/sec. The
reaction rate for these pellets at 2308C is

r ¼ 0:076PO2
PE

1þ 2PE þ 15PCO2

moles E consumed=hr; g cat

PO2
;PE;PCO2

¼ atm

About 70% of the ethylene reacting forms ethylene oxide, and 30% forms
CO2 and H2O:

�H
ðkcal=molÞ

� �

Eþ 1

2
O2 �! EO � 29:9

Eþ 3O2 �!2CO2 þ 2H2O � 317

The apparent activation energy is 18 kcal, and the selectivity may be
assumed constant for moderate changes in temperature. The particle density
is 2.5 g/cm3, and ks ffi 8� 10�4 cal/sec, cm8C.

a. Calculate the overall heat transfer coefficient for velocities of 1.5
ft/sec and 3.0 ft/sec (cal/cm2, sec,8C or W/m2, K).

b. For a constant jacket temperature of 2308C, estimate the peak
radial average bed temperature for both velocities, assuming the
ethylene conversion is 10% at this point. Compare these tem-
perature differences with the critical temperature difference.

See Table 5.1.

Solution.

Mave ¼ 29:24; �ccp ¼ 7:91 cal=mol; 8C ¼ 0:270 cal=g; 8C

� ¼ 29:24

22;400
� 5

1
� 273

503
¼ 3:54� 10�3g=cm3

u ¼ 1:5 ft=sec ¼ 45:8 cm=sec

� ffi �air ¼ 0:026 cp
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Rep ¼
0:4 45:8ð Þ 3:5� 10�3

� �
2:6� 10�4

¼ 249

k ffi kair ¼ 9:72� 10�5cal=sec; cm; 8C

Pr ¼ 0:270 2:6� 10�4
� �

9:72� 10�5
¼ 0:722

ks
kg

¼ 8� 10�4

9:72� 10�5
¼ 8:2

From Figure 5.16,

k0e
kg

ffi 3:5

From Eqs. (5.68) and (5.69),

kr
kg

¼ 2:5

From Eq. (5.74),

ke
kg

¼ 3:5þ 2:5þ 0:1 249ð Þ 0:722ð Þ ¼ 24:0

ke ¼ 24 9:72� 10�5
� � ¼ 2:33x10�3

hbed ¼ 4
ke
R

¼ 4 9:72� 10�3
� �

1:9
¼ 4:91� 10�3 cal=sec; cm2;K

From Eq. (5.83),

Nuw ¼ 1:94 249ð Þ0:5 0:722ð Þ0:33¼ 27:5

hw ¼ 27:5 9:722� 10�5
� �

0:4
¼ 6:68� 10�3 cal=sec; cm2;K
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TABLE 5.1 Data for Example 5.3

Gas M Mole fraction

cp
cal/mol, 8C at

2308C (¼ 503 K)

C2H4 28 0.04 15.3
O2 32 0.07 7.4
CO2 44 0.06 10.7
N2 28 0.83 7.4
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Assume hj ffi 100� 10�3cal=sec; cm2K—boiling water. Neglecting rwall;

1

U
¼ 1

100� 10�3
þ 1

6:68� 10�3
þ 1

4:91� 10�3

U ¼ 2:75� 10�3cal=sec; cm2;K

��Have ¼ 0:7 29:9ð Þ þ 0:3 317ð Þ ¼ 116 kcal=mol E

�Tc ¼
RT2

E

If Tmax ffi 230þ 20 ¼ 250�C ¼ 523K;

�Tc ¼
1:987 523ð Þ2

18;000
¼ 30:2�C

Estimate r and Q at T ¼ 250�C at 10% conversion:

ln
k250
k230

� �
¼ 18;000

1:987

1

503
� 1

525

� �
¼ 0:689

k250
k230

¼ 1:99

At x ¼ 0:1 and 1� x ¼ 0:9,

PE ¼ 0:04 5ð Þ 0:9ð Þ ¼ 0:18 atm

PO2
¼ 0:33atm; PCO2

¼ 0:31 atm

r ¼ 1:99� 0:076 0:33ð Þ 0:18ð Þ
1þ 2 0:18ð Þ þ 15 0:31ð Þ ¼ 1:49� 10�3mol=hr; g

Q 0 ¼ 1:49� 10�3 116;000ð Þ
3600

¼ 48:2� 10�3cal=sec; g

For 1-cm3 bed,

� ¼ 0:4; �bed ¼ 2:5 0:6ð Þ ¼ 1:5 g=cm3

A ¼ 4

D
¼ 4

2:8
¼ 1:05 cm2=cm3

Q ¼ Q0�bed ¼ UA �T

�T ¼ 48:2� 10�3 1:5ð Þ
2:75� 10�3 1:05ð Þ ¼ 25�C

Since �T < �Tc, the reactor should be stable at Tmax ¼ 250�C, but the
margin of safety would not be very large. At the higher velocity of 3.0 ft/
sec, Rep is doubled to 498 and U is considerably increased.
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ke
kg

¼ 6þ 0:1 498ð Þ 0:722ð Þ ¼ 42

ke ¼ 4:08� 10�3

hbed ¼ 4
4:08� 10�3
� �

1:9
¼ 8:59� 10�3 cal=sec; cm2;K

Since Nuw / Re0:5p ;

hw ¼ 6:68� 10�3 2ð Þ0:5¼ 9:45� 10�3 cal=sec; cm2;K

U ¼ 4:31� 10�3 cal=sec; cm2;K

For T ¼ 2508C and x ¼ 0:1, Q ¼ 48:2� 10�3, as before, and

�T ¼ 48:2� 10�3 1:5ð Þ
4:31� 10�3 1:05ð Þ ¼ 16�C

The maximum �T is about half �Tc, and the reactor could be operated
with a good margin of safety. The peak temperature and sensitivity to
disturbances should be checked by numerical integration.

The axial temperature profile for a packed tubular reactor with a
constant jacket temperature is similar to that for a pipeline reactor, as
shown in Figure 5.5. If flowing water, oil, or molten salt is used for heat
removal, a nearly constant jacket temperature could be obtained with a very
high flow rate of coolant. Figure 5.19a shows the reactor and jacket tem-
peratures for parallel flow of reactant and coolant with high coolant flow
rate. The peak temperature occurs early in the reactor, and the final reactor
temperature is a little above the inlet temperature. Better performance might
be obtained with parallel flow and a moderate coolant rate to give a profile
like that in Figure 5.19b. The larger change in jacket temperature makes the
reactor exit temperature closer to the peak temperature, and the conversion
would be higher than for the case of nearly constant jacket temperature.

A third method of operation is to use counterflow of coolant and
reactant, which results in a profile of the type shown in Figure 5.19c. By
adjusting the coolant rate, the peak reactor temperature can be kept about
the same, but the final reactor temperature is close to the coolant inlet
temperature. The low concentration and temperature make the final reac-
tion rate quite low, and a larger reactor would be needed to reach the same
conversion. Unlike normal fluid–fluid heat exchange, there is no inherent
advantage, and perhaps a penalty for countercurrent operation. However,
for practical reasons, countercurrent flow is often used with upflow in the
shell and downflow in the tubes to prevent fluidization.

In designing a tubular reactor, the approximate temperature may be
selected as a compromise that gives good selectivity and reasonable reaction
rate. The selectivity and catalyst life often decrease with increasing tempera-

Copyright © 2003 by Taylor & Francis Group LLC



ture. To obtain the desired temperature without risking a runaway reaction
means choosing the best combination of particle size, tube size, flow rate,
and method of cooling. Small particles have higher effectiveness factors but
higher pressure drop, and heat transfer in the bed is poor when dp=dt is
small. The optimum particle size is generally large enough to have some rate
limitation due to pore diffusion. The choice of tube diameter is influenced by
heat transfer rates and reactor costs. A reactor with 4000 1-inch tubes costs
more than one with 1000 2-inch tubes and the same amount of catalyst. To
permit the use of larger tubes, the mass velocity can be increased so that the
higher overall coefficient compensates for the decrease in area, though this
requires longer tubes for the same conversion. With larger tables, the feed
concentration may be reduced to give about the same temperature profile, as
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FIGURE 5.19 Temperature profiles for a tubular reactor with jacket cooling: (a)
Parallel flow, high coolant rate; (b) parallel flow, moderate coolant rate; (c) counter-
current flow, moderate coolant rate.
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shown in Figure 5.20. With a very exothermic reaction, it may be worth-
while to dilute the catalyst with inert particles in the first part of the reactor
or use multiple coolant zones.

ALTERNATE MODELS

The 1-D homogeneous model can be used to predict the effects of particle
and tube size, flow rate, and gas properties on the temperature profile, the
rate of heat removal, and the overall conversion. However, it is not expected
to be very accurate because of the simplifying assumptions made. Several
more complex models have been proposed, and the features of some of these
are reviewed here.

1. Two-dimensional (2-D) models allow for the change in tempera-
ture and reaction rate constant with tube radius. Most 2-D homogeneous
models still assume plug flow of the gas and uniform radial concentration.
(Calculations show that radial mixing is rapid enough to minimize the con-
centration differences.) Several radial increments are used for the computa-
tions, and the heat flux is set proportional to the radial temperature gradient
and the local conductivity, ke. The conductivity can be taken as a constant
or as a function of radial position.

For a partial oxidation example, when the maximum temperature
difference was about 108C, there was almost no difference in the tempera-
ture profiles for 1-D and 2-D models [37]. When �T reached 20–308C, the
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FIGURE 5.20 Temperature profiles for o-xylene oxidation in tubular reactors.
(From Ref. 44.)
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2-D model gave center temperatures 2–38C higher than the 1-D model, and
a runaway reaction occurred at a slightly lower feed temperature than with
the 1-D model. However, the 1-D model could be modified to be conserva-
tive by decreasing hbed to 3ke=R to compensate for the higher reaction rate in
the center. In any case, it is unlikely that a tubular reactor would be
designed to operate close to the stability limit because of uncertainties in
the kinetic and heat transfer parameters.

2. More rigorous 2-D models allow for the radial velocity profile
instead of assuming plug flow. The peak velocity near the wall
Figure (5.17) is especially pronounced for large values of dp=dt, where
over half the total flow passes through the region less than one particle
diameter from the wall. The model can include several radial increments
with a different axial velocity for each increment. However, this makes the
calculations very lengthy, and some have suggested dividing the bed into an
annular zone and a core with different average velocities. Care must be
taken in choosing values for ke, since heat transfer correlations derived
assuming plug flow of gas would not be appropriate here.

3. Heterogeneous 2-D models allow for the difference between local
surface and gas temperatures. Usually Ts � Tg

� �
is quite small relative to the

overall radial �T and might be 2–38C when �T ¼ 308C. In a laboratory
study of ethylene oxidation [39], where catalyst and gas temperature were
directly measured, the differences were only a few degrees Centigrade and
were about half the predicted values. When Ts � Tg

� �
is large, a more rig-

orous analysis could consider the asymmetric temperature profile in the
pellet and the variations in heat transfer coefficient around the surface. A
local instability might be found where none would be expected based on
average values of h.

A final point to consider is whether heat transfer in a tubular
reactor is inherently different from heat transfer without reaction.
Several workers have claimed that special correlations for the heat trans-
fer parameters are needed for reliable reactor models. In a number of
reactor studies [40], the maximum temperature rise was greatly over-
predicted by the models used, but others have reported the opposite
effect. These differences may have been caused by inaccurate kinetic
equations or errors in the heat transfer parameters, but they were prob-
ably not due to a fundamental difference between heat transfer with and
without reaction. It is true that in steady-state heat transfer tests, the
local gas and solid temperatures are equal, whereas with an exothermic
reaction, Ts is greater than Tg. If the reactor analysis is based on Tg,
the heat transfer rate will be slightly underestimated because of
increased radiation and conduction. However, for moderate or high
Reynolds numbers, convection is the major contributor to radial heat
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transfer, and the effect of a higher surface temperature should be quite
small. Separate correlations for heat transfer with reaction are not jus-
tified except perhaps for studies of ignition phenomenon.

More tests are needed comparing measured conversions and tempera-
ture profiles with model predictions for tubular reactors. Comparisons will
be easier for reactions with simple kinetics than for complex reactions such
as partial oxidations. Tests should be made over a wide range of Reynolds
numbers, which may require high velocities and long reactors. If kinetic data
are uncertain or unavailable, the overall heat transfer coefficient for the 1-D
model can be obtained from the axial temperature profile and the total heat
removal [41]:

QR ¼
ð
U dA Tave � Tj

� � ð5:84Þ

Remember that U in Eq. (5.84) is based on the radial average tem-
perature, Tave, and not on the centerline temperature, TC. If only TC is
known, Tave can be estimated using the relative resistances:

hbed Tave � TRð Þ ¼ U Tave � Tj

� � ð5:85Þ

Since Tave � TR ¼ TC � Tave;

TC � Tave ¼
U

hbed
Tave � Tj

� � ð5:86Þ

or

TC � Tave ¼ f Tave � Tj

� � ð5:87Þ

where f ¼ fraction of total resistance in the bed. Solving for Tave and then
for TC � Tave gives an alternate equation:

TC � Tave ¼
f

1þ f
Tc � Tj

� � ð5:88Þ

For example, if half the total resistance is in the bed and TC � Tj

� � ¼ 30�C,
the average bed temperature is 108C below TC, and the driving force for heat
transfer Tave � Tj

� �
is 208C.

Using the foregoing equations and the ethylene oxidation data in Ref.
39, overall coefficients were obtained that were within 20% of the U values
predicted following the procedure of Example 5.3, and the changes in U with
flow rate agreed with predictions.
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NOMENCLATURE

Symbols

A heat transfer area, constant in Arrhenius equation
a external area per unit mass of catalyst
C concentration
CA molar concentration of A
cp heat capacity
D diameter
Da diameter of agitator
Dc diameter of coil
DHe diameter of helix
Dt diameter of tank
DAB bulk diffusivity
De effective diffusivity
Dtd turbulent diffusivity
dp particle diameter
dt tube diameter
E activation energy
F volumetric feed rate
FA molar feed rate of A
f fraction of resistance in the bed
G mass velocity
h heat transfer coefficient
hbed heat transfer coefficient of bed
hc heat transfer coefficient of coil
hi inside heat transfer coefficient
hj heat transfer coefficient of jacket
ho outside heat transfer coefficient
hr heat transfer coefficient for radiation
hw heat transfer coefficient of wall film
ho heat transfer coefficient for packed bed, including hbed and hw
jd mass transfer factor
jm mass transfer factor
jh heat transfer factor
KA adsorption constant
KB adsorption constant
Ko overall mass transfer coefficient
k reaction rate constant
k thermal conductivity
ke effective thermal conductivity
k0e effective thermal conductivity at zero flow
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kg thermal conductivity of gas
kr thermal conductivity due to radiation
ks thermal conductivity of solid
ktd turbulent diffusion conductivity
kc mass transfer coefficient
l length
Nu Nusselt number
Nuw Nusselt number for wall film
n stirrer speed, rps
P pressure
PA;PB pressure of gases A and B
Peh Peclet number for heat transfer
Pem Peclet number for mass transfer
Pr Prandtl number
Q Heat rate
QG heat generation rate
QR heat removal rate
Qj heat to jacket
Qrad radiant heat transfer rate
Qt total heat transfer rate
q heat generation rate per unit bed volume
R gas constant, pellet radius, tube radius
Re Reynolds number
Rep Reynolds number based on particle size
r reaction rate, radius of pellet or tube
rw heat transfer resistance of reactor wall
Sc Schmidt number
Sh Sherwood number
T Absolute temperature
To or Tf feed temperature
Tj average jacket temperature
�TT or Tave average temperature
Tc center temperature
TR temperature near the wall
Ts surface temperature
U overall heat transfer coefficient
U 0 alternate definition for Eq. (5.63)
u linear velocity
uo superficial velocity
V reactor volume
x fraction converted
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Greek Letters

� temperature ratio, Eq. (5.30)
�H heat of reaction
�Tc critical temperature difference
�Tad adiabatic temperature rise
�Tave average driving force for heat transfer
�TL log-mean temperature difference
� void fraction
� emissivity, Eq. (5.66)
� effectiveness factor
� temperature change ratio, Eq. (5.29)
� viscosity
�w viscocity at wall
� pi
� density
�s density of solid
� Stefan–Boltzman constant, 5:67� 10�8 W/m2-K4 or 0:1713�

10�8 Btu/ft2-hr-oR4

PROBLEMS

5.1 In large jacketed reactors used for suspension polymerization of
vinyl chloride, the reaction rate is limited by the rate of heat removal [42,43].
Thick-walled reactors are needed because of the high pressure, and a very
smooth surface is desired to minimize fouling. Compare the overall heat
transfer coefficients for the following conditions, assuming hi ¼ 300 and hj
¼ 500 Btu=hr 
 ft2 
 oF and a metal wall thickness of 3

4
inch.

a. Stainless steel wall
b. Steel wall with 1

8
-inch cladding of polished stainless steel

c. Steel wall with 1
16
-inch glass lining

d. All of the above with a 0.02-inch layer of polymer on the wall

5.2 In the scaleup of a stirred reactor at constant power per unit
volume, how do the following parameters change with vessel diameter if
geometric similarity is maintained?

a. Stirrer speed
b. Inside coefficient for the jacket
c. Coil coefficient, same tubing size
d. Coil coefficient, scaled tubing size

Heat and Mass Transfer in Reactors 219

Copyright © 2003 by Taylor & Francis Group LLC



5.3 The design conditions for a continuous stirred-tank reactor are
as given here. Would the reactor be stable with a constant jacket tempera-
ture?

Feed ¼ 1000 kg/hr at 20oC, containing 50% A

cp ¼ 0:75 cal=g8C 3:1 J=g8C

W ¼ 1200 kg holdup

A ¼ jacket area ¼ 4:5 m2

U ¼ 850 W=m2 
K
�H ¼ �1400 J=g ðexothermicÞ

Kinetics:

r ¼ kCA

k ¼ 1:3 hr�1 at 708C

E ¼ 70;000J=g 
mol

Desired reaction conditions: 50% conversion at 65–758C.

5.4 The combustion of 1-inch carbon spheres was studied by Tu,
Davis, and Hottel [23]. The sphere was suspended from one arm of a
balance, and the reaction rate was determined from the change in weight.
The gas flow was great enough so that changes in gas composition and
temperature were negligible, and the fraction carbon burned was very
small. An optical pyrometer was used to measure the surface temperature.
Some results are shown in Table 5.2.

a. Plot the data and determine the activation energy for the low-
and high-temperature regions.

b. What is the effect of gas velocity at high temperature? Does this
agree with theory?

c. Compare the maximum measured rate with that predicted if
external mass transfer controls.

5.5 The air oxidation of o-xylene was studied using 0.6-cm particles
of V2O5/SiC catalyst [44]. At 450oC, the overall rate constant was given as

k ¼ 0:8 g�mol=hr 
 g 
 atm
About 75% of the o-xylene reacted forms phthallic anhydride,
and the rest burns to water and carbon dioxide. The average heat
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of reaction is �470 kcal/mol. For 1% o-xylene in air, estimate
the internal and external temperature differences for Rep ¼ 50
and ks ¼ 10�3 cal/sec 
 cm 
 8C.

5.6 Calculate the effect of flow rate on the overall heat transfer co-
efficient for a 2-inch-diameter reactor packed with 1

4
-inch catalyst spheres

and operating with air at 400oC.

a. Present the results as a graph of U versus Rep for a wide range of
flow rates. Neglect the metal wall and jacket resistances.

b. What fraction of the overall resistance is in the wall film for
different flow rates?

c. How much does radiation contribute to the overall coefficient?

5.7 An exothermic catalytic reaction was studied at 2 atm and 280oC
in a 1-inch-diameter 4-ft-long jacketed reactor. The catalyst was 1

8
}� 1

8
}
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TABLE 5.2 Data for Problem 5.4

Carbon Furnace Gas velocity Combustion
surface temp temp. at S.T.P. rate
(8K) (8K) (cm/sec) (g/sec, cm2) � 103

Air used to oxidize the carbon
947 953 3.51 0.011
1091 1015 3.51 0.0569
986 972 3.51 0.0126
1251 1172 3.51 0.122
1348 1268 3.51 0.128
1659 1633 3.51 0.146
1027 1004 7.52 0.022
1137 1044 7.52 0.102
1341 1207 7.52 0.169
1607 1550 7.52 0.224
1193 1074 7.52 0.132
1205 1084 27.4 0.174
1488 1355 27.4 0.323
1622 1530 27.4 0.393

Feed gas contained 2:98% O2

1025 985 3.51 .00518
1081 1050 3.51 .0138
1113 1088 3.51 .0167
1527 1542 3.51 .0225
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cylinders. The maximum difference between average bed temperature and
the jacket temperature was 15oC. For a commercial reactor, tubes 2 inch �
24 ft are suggested with the same dp/dt ratio.

a. What change in flow rate per tube would be chosen to keep the
conversion about the same? What is the new Reynolds number if
Rep was 130 for the 1-inch reactor?

b. Will the maximum �T in the 2-inch tubes be higher or lower
than 15oC if the jacket temperature is adjusted to make Tmax

about the same?

5.8 Study the temperature profile reported by Calderbank [44] for
the oxidation of o-xylene in 1-inch and 2-inch reactors. See Figure 5.20.

a. Predict the change in �Tmax in going from a 1-inch to a 2-inch
tube while decreasing the feed concentration. How does your
prediction compare with the data?

b. How close is the reactor to a runaway, or has runaway already
happened? The activation energy is reported to be 27.4 kcal/mol
up to 440oC and 8 kcal/mol at higher temperatures.

5.9 The dehydrogenation of ethyl benzene (EB) to styrene (S) is
carried out in 3-inch tubes packed with 3

16
-inch catalyst pellets. The feed

contains 15 moles H2O/mole EB and enters the reactor at 1.3 atm and
600oC. The particle Reynolds number is 800 and Pr ffi 1:0. The heat of
reaction is 33 kcal/mol, and E ¼ 21 kcal/mol.

a. Sketch the radial and axial temperature profiles, assuming that
the maximum temperature difference is about 50oC. Is there any
danger of a runaway reaction?

b. The use of 3
8
-inch pellets at the same mass flow rate was suggested

to improve radial mixing. By what factor would the overall heat
transfer coefficient be changed?

5.10 A reaction with hundreds of 1.5-inch tubes packed with 1
8
-inch

catalyst pellets has axial thermocouples in a few of the tubes. The thermo-
couple diameter is 3

8
-inch, and the maximum indicated temperature is 30oC

above the wall temperature.

a. Assuming the same average rate of heat generation, about how
much higher would the maximum temperature be in tubes with
no thermocouple?

b. If the external void fraction is 0.45 in the tubes with thermo-
couples and 0.40 in the other tubes, what is the difference in peak
temperatures?
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5.11 To control the temperature rise in the very exothermic metha-
nation reaction, a porous nickel catalyst is deposited in a thin layer ( 1

8

inch) on the inside of 2-inch-diameter reactor tubes. Reacting gases pass in
turbulent flow through the tubes, and steam is generated on the outside:

COþ 3H2 Ð CH4 þH2O �H ¼ �52 kcal

a. Sketch the radial temperature and concentration gradients that
might exist near the inlet and near the exit of the reactor. How do
these differ in shape from those for a conventional packed-tube
reactor?

b. Derive an equation that gives the approximate shape of the
temperature profile in the catalyst layer.

c. Discuss the stability of this reactor relative to a packed-bed
reactor containing 1

4
-inch particles of the same porous nickel

catalyst. Do you think the tube-wall reactor will always be
stable, very much more stable, somewhat more stable, or about
as stable as the packed bed? Give an intuitive answer, and try to
justify it by rough calculations.

5.12 An exothermic reaction is studied in a 3
4
-inch laboratory reactor

equipped with a 1
16
-inch thermocouple. The catalyst is 0.10-inch particles

diluted with 50% inert porous alumina, but the reactor is not as close to
isothermal as desired.

a. How much would it help to dilute the bed with quartz particles
instead of Al2O3?

b. Would it help to use He rather than N2 as the carrier gas, which
is 95% of the total flow?
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6
Nonideal Flow

In the previous chapters, the reactors were assumed to have ideal flow,
which means perfect back-mixing for a stirred-tank reactor and plug flow
(no mixing) for a pipeline or packed-bed reactor. This chapter deals first
with stirred reactors that have concentration gradients because of mixing
delays and later with tubular reactors that have a distribution of residence
times because of axial mixing or channeling. The effect of nonideal flow on
conversion in stirred tanks is small and can usually be neglected. The
problem with mixing delays is that the selectivity may be decreased when
the reactions are so fast that significant conversion occurs before complete
mixing is achieved.

MIXING TIMES

In a stirred reactor, it takes time for liquid added at the surface or at any
point in the tank to become blended with the bulk of the liquid. The mixing
process can be followed by observing the color change after a basic solution
with an indicator is neutralized by suddenly adding a slight excess of acid. If
this test is done in a 2-liter vessel, most of the solution will appear free of
base in less than a second, but wisps of color may persist for 2–3 seconds
until the mixing is complete. If the same test is carried out in a 5000-liter
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tank, it may take a few seconds for most of the reaction to take place and
10–20 seconds for complete neutralization. Many studies confirm that mix-
ing is much slower in large tanks under normal agitation conditions, though
it is often difficult to get reproducible values of the mixing time by visual
observation.

Another type of test that gives a continuous record of the mixing
process is adding a pulse of salt solution to a tank of water and monitoring
the change in conductivity at some point in the tank. A typical response is
sketched in Figure 6.1. There is a time delay, or lag, L, before any concen-
tration change is noticed, because of the time it takes for fluid to travel from
the injection point to the conductivity probe. The concentration then rises
rapidly and overshoots the final value, which is reached after a few cycles of
oscillation. The total mixing time, tt, which is also called the blending time,
can be defined as the time for the concentration to settle within �1% or �
5% of the final concentration change. The mixing time depends mainly on
the pumping capacity of the impeller and the volume of the tank. Theory
and experiments show that for low-viscosity fluids, the 99% mixing time is
approximately the time needed to circulate the tank contents five times [1].
The mixing time does not change much with the location of the sensor or the
injection point, though the initial delay does depend on the position.

Many correlations have been presented for the mixing time in stirred
tanks with different types and sizes of impellers. For low-viscosity fluids, the
mixing time (tt) varies inversely with the stirrer speed. With a standard
turbine in a baffled tank and Re > 5000 Re ¼ nD2

a�=�Þ
�

,

ntt ffi 4
Dt

Da

� �2
H

Dt

� �
ð6:1Þ
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FIGURE 6.1 Determination of total mixing time.
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When Dt=Da ¼ 3 and H=Dt ¼ 1; ntt is about 36. For a large tank (Dt ffi 2m)
with the stirrer at 120 rpm, or 2 sec�1, the predicted mixing time is 36=2 ¼
18 seconds. Mixing times with other impellers and for viscous fluids may be
much longer.

A blending time of 10–20 seconds in a large stirred reactor might seem
unimportant if the reaction time is many minutes or a few hours, and
imperfect mixing does have little effect on the conversion in systems
where only one reaction is taking place. However, when there are multiple
fast reactions, the amount of byproduct formed may increase if the feed
streams are not immediately blended with the bulk liquid, and a mixing
delay of only a few seconds can significantly lower the selectivity.

Parallel Reactions

Consider a system of parallel reactions, where A and B combine to form the
desired product C and where A can react with itself to form byproduct D:

Aþ B �!k1 C

AþA �!k2 D

For simple kinetics, the selectivity depends on the ratio of rate constants and
the reactant ratio:

r1
r2

¼ k1CACB

k2C
2
A

¼ k1
k2

� �
CB

CA

� �
ð6:2Þ

S ¼ r1
r1 þ r2

¼ r1=r2
1þ r1=r2

ð6:3Þ

To get a high selectivity, a semibatch reactor could be used, with A fed
continuously to an initial charge of B, as described in Chapter 3. Because of
imperfect mixing, there will be regions near the feed pipe where CA is greater
than the bulk concentration and CB is somewhat depleted. These differences
lower the ratio CB=CAð Þ and decrease the local selectivity. The extent of the
decrease depends on the relative rates of mixing and reaction.

An industrial example of fast parallel reactions is the alkylation of
isobutane with butenes to form isooctane, which is accompanied by the
oligomerization of butenes to form C-8 and C-12 olefins, which have a
lower octane rating. The reactions take place in a suspension of hydrocar-
bon droplets in sulfuric acid, and the octane number of the product
increases with stirrer speed because of more rapid droplet coalescence and
mixing of the hydrocarbons [2].
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Another type of parallel reaction system is the neutralization of a
process solution that contains a labile substrate. For example, when strong
caustic B was added to an acid solution A at the end of a batch reaction,
some hydrolysis of the product C occurred, because there were small regions
of high caustic concentration [3]. The competing reactions are

BþA �!k1 H2Oþ salt

Bþ C �!k2 Q

The reaction of A and B to form water is very fast and limited only by the
rate of mixing. The degradation of product C to byproduct Q is much
slower but still fast enough to be affected by imperfect mixing. In laboratory
tests, byproduct formation was decreased by going to higher agitator speeds,
as shown in Figure 6.2. In a large plant reactor, byproduct formation was
also noted, and higher stirrer speeds were not feasible. The yield was
improved by using a weaker basic solution for neutralization.

Consecutive Reactions

Imperfect mixing can also affect the selectivity for consecutive reactions of
the following type, which are sometime called consecutive-parallel reactions:

Aþ B �!k1 C

Aþ C �!k2 D

228 Chapter 6

FIGURE 6.2 Effect of stirrer speed on byproduct formation. (After Ref. 3.)
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If C is the desired product, the selectivity based on consumption of A
depends on the reactant/product ratio:

r1
r2

¼ k1CACB

k2CACC

¼ k1
k2

� �
CB

CC

� �
ð6:4Þ

S ¼ r1
r1 þ r2

If A is fed continuously to a reactor containing B, the high concentra-
tion of A close to the feed pipe results in a local decrease in CB and an
increase in CC, both adversely affecting the selectivity. Several test systems
of this type have been developed to study mixing effects in laboratory reac-
tors, including the successive addition of iodine or bromine to aromatic
compounds and the reaction of diazotized sulphanilic acid with 1-
naphthol [4]. Typical results are given in Figure 6.3, where the segregation
index xs, defined as the fraction of A reacting that forms C, is shown to
depend on the stirrer speed and the feed location.

Bioreactors

The previous examples dealt with the effect of mixing delays on fast parallel
or consecutive reactions. Mixing effects are also found in bioreactors, even
though the cell growth and product formation reactions are relatively
slow [5]. Because of the low solubility of oxygen in water, the dissolved
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FIGURE 6.3 Effects of stirrer speed and feed location on segregation index in a
20-L reactor. (From Ref. 4 with permission from Pergammon Press.)
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oxygen concentration near the top of a large fermentor may be much lower
than in the impeller region, where the air is admitted. There may also be
gradients in nutrient concentration, with a high value near the feed pipe and
low values in other regions. Cells exposed briefly to a different environment
may undergo changes in metabolism that are not reversed when the cells are
swept into other regions of the reactor [6]. These effects of imperfect mixing
add to the difficulty of scaling up bioreactors, where oxygen transfer limita-
tions, foaming, and heat removal rates are often major problems.

Macromixing, Micromixing, and Mesomixing

Predicting the effect of imperfect mixing on the selectivity is a difficult
challenge because of the complexity of the mixing process and because
reactions and mixing are taking place simultaneously. There have been
many theoretical and experimental studies of mixing plus reaction, and
most have characterized stages of the mixing process with mixing times
that are quite different from the blending time.

The terms macromixing and micromixing have often been used in dis-
cussing different stages of the mixing process. Macromixing is the blending
of major flow streams by the interaction of large eddies. Some researchers
arbitrarily define the macromixing time, tma, as the time to circulate the
tank contents once, which is V=q, where V is the tank volume and q is
the flow induced by the impeller [7]. For a standard Rushton turbine and
Da=Dt ¼ 1=3, this leads to

tma ¼
V

q
ffi 8� 10

n
ð6:5Þ

The uncertainty in Eq. (6.5) arises because the induced flow is about twice
the direct discharge from the turbine, and it is difficult to measure or predict
the exact value. Since the blending time tt is about 36=n (Eq. 6.1), the
macromixing time is roughly one-fourth the blending time, or about 2–10
seconds for a large tank.

The micromixing time, tmi, is the time required for equilibration in the
smallest eddies by a process of stretching, engulfment, and molecular diffu-
sion. For most liquids, the thinning of fluid elements by stretching and
engulfment is the limiting factor, and the micromixing time then depends
on the kinematic viscosity, �=�, and the local rate of energy dissipation,
� �"" [8]:

tmi ffi 17
�=�

� �""

� �1=2

ð6:6Þ
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For �=� ¼ 10�6 m2=sec and � �"" ¼ 1:0 W=kg (5 HP/1000 gal), Eq. (6.6) gives
tmi ¼ 0:017sec. However, the local energy dissipation rate varies greatly with
position in the tank. Near the tip of a turbine impeller, � may be 50–70, and
far from the impeller � is about 0.1–0.2. Therefore, values of tmi for �"" ¼
1:0W=kg might range from 0.002 to 0.05 sec, one or two orders of magni-
tude less than the typical macromixing time.

In recent studies [7,10], a three-stage mixing process is described; the
first stage is called mesomixing, because the mesomixing time usually falls
between the micromixing time and the macromixing time. The mesomixing
time, tme, is the time for ‘‘significant mixing’’ of the incoming jet of feed
liquid with the surrounding fluid. During this time an appreciable amount of
the feed may engage in side reactions that lower the selectivity. One formula
for tme comes from estimating the time for turbulent diffusion to transport
matter a distance equal to do, the feed pipe diameter [7]:

tme ffi
5:3d2

o

� �""ð Þ1=3D4=3
a

ð6:7Þ

Another approach leads to a somewhat similar equation that includes nf , the
number of feed points and the ratio of feed velocity to solution velocity [11]:

tme ffi 1:26
d2
o

� �""nf

vf

u

 !1=3

ð6:8Þ

If geometric similarity is maintained and do is proportional to Da,
both equations predict that tme increases with d2=3

o , but the values of tme

are quite different. For � �"" ¼ 1:0 W/kg, do ¼ 0:05m, and Da ¼ 0:5m, Eq.
(6.7) gives tme ¼ 0:033 sec. For the same parameters with nf ¼ 1 and
f =u ¼ 1:0, Eq. (6.8) gives tme ¼ 0:17sec. Note that tme is quite dependent
on feed pipe location, because of the wide range of local energy dissipation
rates.

With several types of multiple reaction systems to consider and four
different mixing times that can be estimated, there is no simple approach to
predicting the effect of imperfect mixing on selectivity. If all the mixing times
are much less than the characteristic reaction time, mixing should have little
effect. However, it is not always clear how the reaction time should be
defined and which of the mixing times is most important. Several authors
have focused on reactions influenced or controlled by micromixing, but
mesomixing may be more important in many cases, since it is the first
step in the mixing process.

To understand the effect of mesomixing on reactor performance, con-
sider what happens when a feed solution containing reactant A enters a
semibatch reactor at high velocity through a submerged feed pipe. As the
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feed jet entrains and mixes with the bulk liquid, it forms a plume of increas-
ing cross section, as shown in Figure 6.4. The expanding plume has radial
gradients of both reactants, with high concentrations of A near the center-
line and high concentrations of reactant B or product C near the outer edge.
In parts of the plume, the concentration products CACB, C

2
A, and CACC may

be much greater than in the bulk solution, leading to changes in relative
reaction rates and decreased selectivity. If the first reaction is an instanta-
neous acid–base reaction, A and B will not coexist, and this reaction will
take place at a mixing front with a rate limited by diffusion. However,
slower secondary reactions may occur in zones of increasing volume as
the plume expands.

Detailed models for mixing plus reaction have been presented, and
some use computational fluid mechanics to calculate velocities and the
local reaction rates throughout the tank [12,13]. Others have developed
cell models, with four to six interacting zones to account for different reac-
tion rates [11,14]. These approaches require extensive computations and
detailed kinetic data, which may not be available or completely reliable.
In industry, multiple reaction systems are generally scaled up from labora-
tory or pilot-plant data. Mixing theories offer some guidance, but often
there is still uncertainty about the correct procedure.

Reactor Scaleup

In scaling up stirred reactors, geometric similarity is usually maintained so
that Da=Dt and H=Dt are kept constant. The stirrer speed is chosen to meet
some criterion such as constant power per unit volume, constant mixing
time, or constant impeller tip speed. Only one of these criteria can be satis-
fied if geometric similarity is maintained. In a study of consecutive iodina-
tion reactions, Paul and Treybal [15] found that equal tip speed gave the
same product distribution in 5- and 30-liter reactors when the feed was
introduced at the turbine discharge. They said the fluctuating velocity
near the feed point was the key parameter, and u 0 is proportional to
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FIGURE 6.4 Expansion of the plume from a reactant feed pipe.
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n�Da, the tip speed. Constant tip speed means less power per unit volume on
scaleup, and most other workers have found that equal or greater P=V is
needed for larger reactors.

Power per unit volume is frequently used as a scaleup criterion for
gas–liquid reactions, but there is disagreement about its merit for homo-
geneous reactions with imperfect mixing. If micromixing effects are most
important, the selectivity should not change at scaleup at constant P=V ,
since �"" would be constant and � should be the same at comparable posi-
tions in the reactors, giving the same value of � �"" and tme [Eq. (6.6)]. In a
study of parallel reactions in 1- and 20-liter tanks, Fournier and coworkers
[4] reported that the local rate of energy dissipation was a good parameter
for scaleup and could also explain the effect of feed location on product
distribution. However, in a similar study of parallel reactions using 2.3-,
19-, and 71-liter reactors, Bourne and Yu [14] found that using constant
P=V did not give the same product distribution. The amount of byproduct
formed increased with tank size at constant �"", as shown in Figure 6.5.
Note that to get the same product distribution the power dissipation rate
in the largest tank would have had to be about 10 times the value for the
smallest tank.

Large-scale tests of consecutive reactions were carried out by Rice and
Baud [16], who used five Pfaudler reactors from 3 to 2680 liters in size. For
all reactors, the amount of secondary product decreased with increasing
P=V ; but at equal P=V , it was four times greater for the largest reactor
than for the smallest reactor. They also found less secondary product
when Da=Dt was increased at constant P=V . No single criterion for satisfac-
tory scaleup was suggested.
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FIGURE 6.5 Effects of energy dissipation and reactor size on byproduct formation
with parallel reactions. (After Ref. 14.]
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Constant blending time was recommended by Fasano and Penney [17]
as the scaleup criterion for fast reactions. This corresponds to constant
stirrer speed, as shown by Eq. (6.1). This recommendation is supported
by the work of Paul [18], who found that keeping n constant gave the
same product distribution after a 10-fold increase in reactor volume. In
another study [13], slightly lower selectivity was obtained in the larger reac-
tor at the same n, but the difference in selectivity at constant P=V was much
greater. Constant blending time seems to be the most reliable simple scaleup
criterion, though it might be conservative for some cases and slightly under-
estimate byproduct formation in other cases.

A theoretical justification for using the blending time as a scaleup
criterion is that tme is usually proportional to tt, and tme is the critical mixing
time if most of the extra byproduct formation occurs in or near the feed
plume. If the ratio do=Da is kept the same, with do ¼ �Da, and the average
rate of energy dissipation is �"" ¼ �n3D2

a, then Eq. (6.7) becomes

tme ¼
5:3 �Dað Þ2

��n3D2
a

� �1=3
D4=3

a

¼ 1

n
constant termsð Þ ð6:9Þ

Since tme varies with n�1, as does nt, a constant blending time means a
constant mesomixing time if the geometric ratios are maintained.

The main problem with keeping the blending time constant is that
power per unit volume increases greatly on scaleup. The agitator power
increases with n3D5

a for turbulent flow, since the power number, Np, is
constant:

P ¼ Np�n
3D5

a ð6:10Þ

Since the tank volume is proportional to D3
t , and if H=Dt is constant,

P

V
/ n3D2

a

Da

Dt

� �3

ð6:11Þ

At constant n, P=V increases with D2
a, and if a several-fold increase in

diameter is planned, it may be impossible to scale up with the same n. A
power consumption of 10–15 HP/1000 gal (2–3 kW/m3) is considered very
vigorous agitation, and higher values are likely to cause vibration problems.
The power needed for the large reactor might be decreased by changing the
Da=Dt ratio or by using a different type of impeller that gives faster blending
for the same power input. These changes could be tested in the laboratory
reactor and might lead to satisfactory performance at lower stirrer speeds
and lower P=V .
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One variable that usually changes on scaleup is the velocity of the feed
jet. If the feed time is not changed, the flow rate of the feed solution
increases with D3

a, but the feed pipe area changes with d2
o . If do is propor-

tional to Da, the feed velocity increases with D1:0
a . At constant n, the impeller

tip speed also increases with D1:0
a , so the ratio f =u does not change. A high

feed velocity is needed to prevent bulk fluid from entering the feed pipe,
particularly when feeding near the impeller, where velocity fluctuations are
quite large. In small tanks, the do=Da ratio may be large and the feed
velocity quite low, and this has led to decreased selectivity in some labora-
tory tests [19].

When studying systems with multiple reactions in small stirred tanks,
the possible effects of imperfect mixing may not be apparent. Perhaps tests
at 1000 and 1500 rpm show no change in product distribution, and the yield
and selectivity seem to depend only on kinetic parameters. However, a large
reactor would have to be operated at a much lower stirrer speed, where
mixing effects could be critical. The scale-down approach should be used
and the lab unit operated with agitation conditions similar to those achiev-
able in the large reactor. Tests at low stirrer speed and with different feed
locations might show an increase in byproduct formation. Once the bound-
aries for satisfactory performance are determined, scaleup to a large reactor
can be considered.

If direct scaleup at constant stirrer speed is impractical, other schemes
can be considered. If the feed was introduced just below the surface, chan-
ging to a feed location in the impeller discharge stream would give faster
mixing and might permit operation at lower stirrer speed. Multiple feed
nozzles could be used with smaller-diameter feed pipes, which would
decrease the mesomixing time. Larger-diameter impellers would give faster
mixing for the same power input, as would some of the newer ‘‘high-
efficiency’’ impellers.

When very fast blending of reactants is needed, static mixers should be
considered. These mixers have no moving parts, and they contain several
short elements placed in series in a straight pipe. Units for laminar flow have
6–18 helical elements, and each element divides the stream in two and gives
it a 1808 twist. For turbulent flow, the elements have short tabs that pro-
trude at an angle into the pipe. For both types, the energy dissipation rate is
very high, and the mixing is more rapid than in a stirred tank. In a typical
installation with a semibatch reactor, solution from the stirred tank is
pumped through the static mixer, and the other reactant is added through
a side port near the front of the mixer. The combined streams are returned
to the tank or are sent to a heat exchanger and then to the tank. Methods of
predicting the pressure drop, heat transfer rate, and the performance as a
chemical reactor are described in recent papers [20–22].
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Example 6.1

Tests in a turbine-stirred reactor with Da ¼ 0:1m and Dt ¼ H ¼ 0:3 m
showed some product degradation when the final neutralization step was
carried out at stirrer speeds less than 300 rpm.

a. What was the power consumption per unit volume at 300 rpm,
and what would it be at the same speed in a similar reactor 1.8 m
in diameter?

b. If P=V is limited to 10 HP/1000 gal, what would be the stirrer
speed in the 1.8-m reactor? How much would the blending time
be increased by using the lower speed?

c. If Da=Dt is increased to 0.5 at the same power input, what would
be the new stirrer speed and blending time?

Solution.

a. Np ¼ 5:5 for a standard six-blade turbine. Assume � ¼
1000 kg=m3 and use Eq. (6.10) with n ¼ 5 sec�1:

P

V
¼ 5:5 1000ð Þ 5ð Þ3 0:1ð Þ5

�

4
0:3ð Þ2 0:3ð Þ

¼ 324W=m3

P

V
¼ 0:324 kW=m3�5:076 ¼ 1:64 HP=1000 gal

From Eq: ð6:1Þ; tt ¼ 36=5 ¼ 7:2 sec:

Scaling up sixfold in diameter means 63 increase in volume and
65 increase in power or 62 increase in P=V :

P

V
¼ 36� 1:64 ¼ 59 HP=1000 gal impractical

b. Since
P

V
/ n3,

n

5

� �3
¼ 10

59
¼ 0:169

n ¼ 0:553� 5 ¼ 2:76 sec�1; or 166 rpm

tt increases by the factor 5=2:76 ¼ 1:81;

c. If Da=Dt ¼ 0:5 instead of 1=3 but n3D5
a is the same

n

2:76

� �
¼ 1=3

1=2

� �5=3

¼ 0:509

n ¼ 0:509 2:76ð Þ ¼ 1:40 sec�1
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Use Eq. (6.1). At 2.76 sec�1, Da=Dt ¼ 1=3; tt ¼ 36=2:76 ¼ 13:0
sec.

With Da=Dt ¼ 1=2; nt1 ¼ 4ð2Þ2ð1Þ ¼ 16, so tt ¼ 16=1:4 ¼ 11:1
sec.

The larger impeller would reduce the blending time by 22%, but tt
would still be greater than in the lab test by the factor 11:1=7:2 ¼ 1:54.

PIPELINE REACTORS

Reactors that consist of long open pipes or of tubes packed with catalyst
pellets are usually designed assuming plug flow, which means every element
of the fluid spends the same time in the reactor. In practice, all such reactors
have a distribution of residence times, which may be a narrow and nearly
normal distribution or may be strongly skewed, with some residence times
much greater than the average. The measurement and interpretation of
residence time distribution are discussed later when dealing with packed
beds and multiphase reactions. For homogeneous systems, the most obvious
departure from plug flow is when the flow is laminar, but deviations are also
significant for some cases of turbulent flow.

Laminar-Flow Reactors

If the Reynolds number in a pipeline reactor is less than 2100, the flow will
be laminar; and if there are no radial temperature gradients, the velocity
profile will be parabolic.

u ¼ 2 �uu 1� r

R

� �2� �
ð6:12Þ

The velocity at the wall is zero, and the centerline velocity is twice the
average, so the residence time, ignoring diffusion, varies from half the aver-
age time to infinity. This distribution of residence times lowers the average
conversion, since the higher conversion for elements near the wall is not
enough to compensate for the lower conversion near the center. The differ-
ence between the actual and the ideal or plug-flow performance depends on
the reaction rates, the conversion, and the effect of diffusion, which acts to
reduce the radial concentration gradients. In a simple analysis, radial diffu-
sion is neglected to give a conservative solution for the average conversion
with a parabolic velocity profile.

Consider a first-order homogeneous reaction taking place isothermally
with no volume change in a laminar-flow reactor. Assuming zero diffusivity,
the exit concentration for each element of fluid is given by
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C ¼ C0e
�kt ¼ C0e

�kL=u ð6:13Þ

The average concentration at the reactor exit is found from the following
integral, which takes into account the amount of fluid passing though each
area element 2�r drð Þ as well as the exit concentration for that element:

Cave ¼
R R
o uC 2�rð Þdr
�uu �R2
� � ð6:14Þ

or

Cave ¼ 2

Z 1

0

u

�uu
C

r

R

� �
d

r

R

� �
ð6:15Þ

The integral can be evaluated numerically using Eq. (6.12) for u and
Eq. (6.13) for C. The average exit concentration corresponds to an apparent
rate constant k 0, which is less than the true rate constant k:

ln
C0

Cave

� �
¼ k0t ð6:16Þ

If k 0=k is 0.8, the laminar-flow reactor would have to be 1=0:8, or 1.25, times
longer than a plug flow reactor with the same conversion. Values of k 0=k are
given in Table 6.1.

The effect of laminar flow on conversion becomes more important as
the required conversion increases, but it is still not very great at 90% con-
version. For reactions other than first order, Eq. (6.15) could be used, with
the appropriate kinetic equation in place of Eq. (6.13). The effect of laminar
flow is greater for second-order kinetics and less for half-order kinetics.
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TABLE 6.1 Effect
of Laminar Flow
on First-Order
Reaction

Conversion k 0=k

0.02 0.96
0.17 0.91
0.56 0.81
0.78 0.76
0.94 0.70
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Diffusion in Laminar-Flow Reactors

The effect of molecular diffusion is to decrease the radial concentration
differences and increase the conversion. Cleland and Wilhelm [23] showed
that the conversion depends on a diffusion parameter � ¼ Dm=kR

2 and a
kinetic parameter kL= �uu or k�tt. The values in Table 6.1 correspond to � ¼ 0,
and the plug-flow case is � ¼ 1. The conversions for � � 0:01 are so close
to those for � ¼ 0, that radial diffusion can be neglected. For � � 1:0, radial
diffusion makes the conversion almost the same as for plug flow. The con-
versions for � ¼ 0:1 fall about midway between these extremes, as shown in
Figure 6.6.

Laminar flow of gases can occur in small laboratory reactors, but the
diffusivity is usually high enough to nearly eliminate the radial concentra-
tion differences, so the reactor is almost equivalent to a plug-flow unit. In
Example 6.2, the rate constant and diameter are arbitrarily chosen, and the
diffusivity is typical for gases in air at 1 atmosphere and high temperature.

Example 6.2

Predict the effect of diffusion on the conversion for a laminar-flow gas-phase
reactor under the following conditions:

D ¼ 1:0 cm Dm ¼ 10�4 m2=sec k ¼ 1:0 sec�1
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FIGURE 6.6 Effect of diffusion on conversion for first-order kinetics and a laminar-
flow reactor.

Copyright © 2003 by Taylor & Francis Group LLC



Solution.

� ¼ Dm

kR2
¼ 10�4

1:0ð5� 10�3Þ2 ¼ 4:0

Since the conversion for � ¼ 1:0 is quite close to that for plug flow, as shown
in Figure 6.6, the conversion for � ¼ 4:0 can be assumed the same as for
plug flow. If the diameter was 2.0 cm, � would be 1.0 and the conversion
would still be very close to the plug-flow value. For larger diameters, the
flow would probably no longer be in the laminar range.

When reacting liquids in a pipeline reactor, the low diffusivity makes it
less likely that radial diffusion has a significant effect. For example, if
D ¼ 10�9 m=sec2, R ¼ 10�2 m, and k ¼ 10�3sec�1, then � ¼ 10�9= ð10�3�
10�4Þ ¼ 10�2 and the effect of diffusion would be negligible. For a slower
reaction in a smaller tube, there might be a small effect of molecular
diffusion. However, even when the effect of diffusion can be neglected,
the classic solution for laminar flow is often not applicable because of
changes in the velocity profile. When carrying out an exothermic reaction
in a jacketed pipe, the lower temperature near the wall increases the visc-
osity and decreases the local velocity gradient. If the reaction is a solution
or bulk polymerization, the viscosity is further increased by the higher
polymer concentration near the wall, and the velocity profile differs greatly
from parabolic flow, as sketched in Figure 6.7.

In a detailed model for tubular polymerization reactors, Hamer and
Ray [24] showed that the viscosity and monomer conversion at the wall
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FIGURE 6.7 Typical velocity profile for a laminar-flow polymerizer.
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could be much greater than the values at the center of the reactor. The
velocity at the center might be several times the average, and because of
the low residence time for fluid near the center, a much longer reactor is
needed than for parabolic flow. The model allowed for radial flow and radial
diffusion of monomer and polymer; but in a 1-inch-diameter reactor, diffu-
sion is predicted to have little effect on conversion or polymer properties.

Turbulent-Flow Reactors

With turbulent flow in a straight pipe, the velocity profile is blunter than
with laminar flow but still quite different from the flat profile assumed for
plug flow. The ratio of maximum velocity to average velocity is about 1.3 at
Re ¼ 104, and this ratio slowly decreases to 1.15 at Re ¼ 106. A pulse of
tracer introduced at the inlet gradually expands, but the distribution of
residence times at the exit is fairly narrow. The effect of the axial velocity
profile is largely offset by rapid radial mixing due to the turbulent velocity
fluctuations.

The pulse spreading has been characterized by an axial diffusion
coefficient and an axial Peclet number:

Pea ¼
uD

Dea

ð6:17Þ

Axial Peclet numbers range from 2 to 5, increasing slowly with Reynolds
number [25]. For Pea ¼ 2 and L=D ¼ 50, the effect of axial diffusion on
conversion is very small, as will be shown later when discussing reaction
with axial dispersion in catalyst beds.

More important departures from plug flow can occur when gases are
flowing in large-diameter reactors, such as combustion chambers or flue-gas
treatment systems. If the L=D ratio is relatively small, the end effects due to
changes in diameter or flow direction may be significant. One example is the
waste gas incinerator shown in Figure 6.8. A large-diameter chamber with a
moderate L=D is used to provide sufficient residence time in a relatively
compact unit. The inlet and exit velocities are much higher than the average
velocity in the chamber, which makes the flow patterns quite different from
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FIGURE 6.8 Turbulent-flow gas incinerator.
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plug flow. Actually, vigorous mixing at the inlet is desirable to bring the
waste gas rapidly to combustion temperature. A baffle may be used to
promote mixing in the first part of the incinerator, but plug flow is desirable
in the rest of the chamber to get a high destruction efficiency. A simple
model for the incinerator is a CSTR in series with a PFR. This combination
gives a higher conversion than either type of ideal reactor alone when a
strongly exothermic reaction is carried out in an adiabatic reactor.

The incinerator in Figure 6.8 has an auxiliary burner that is supplied
with natural gas or other fuel and sometimes with extra air. If the waste gas
has enough oxygen for combustion, has a moderate heating value, and is
preheated in a heat recovery exchanger, the supplemental fuel may be
needed only for startup. The preheated gas then mixes rapidly with hot
combustion gases in the first part of the incinerator, where 80–90% of the
reaction takes place. The rest of the conversion occurs under nearly plug-
flow conditions in the long section of the incinerator. However, when very
high conversion is needed, the temperature and velocity near the wall cause
deviations from plug-flow performance.

In a large incinerator operating at high Reynolds number, about 1%
of the gas flows in the laminar boundary layer near the wall, where the
average velocity and temperature are much lower than the midstream
values. The conversion in the boundary layer is decreased, because the
temperature effect is more important than the increase in residence time.
The predicted effect of boundary-layer flow on toluene destruction in a large
incinerator is shown in Figure 6.9 [26]. There is little effect at 99% conver-
sion, but for x � 0:999, the nonideal reactor requires more than twice the
residence time of an ideal plug-flow reactor.

Another example of nonideal gas flows in a large reactor is the system
for selective noncatalytic reduction of nitric oxide (SNCR) in flue gas by
reaction with ammonia [27]:

4NOþ 4NH3 þO2 ! 4N2 þ 6H2O

In laboratory reactors, nearly complete NO conversion is obtained with a
stoichiometric feed, temperatures of 900–10008C, and a short residence time.
In commercial installations, ammonia is injected through multiple nozzles
into hot combustion gases flowing at high velocity in large ducts. Rapid
mixing is difficult, even with many feed ports, because of the low flow rate of
ammonia relative to the flue gas, which may have only 200 ppm NO. Near
the feed jets there are local variations in NH3 and NO concentration, which
lead to side reactions, including ammonia cracking. The overall NO con-
version is typically 50–70%, even with careful design of the ammonia injec-
tion system.
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PACKED-BED REACTORS

Packed-bed reactors include multitube reactors, which use many small tubes
to get good heat transfer, and large-diameter adiabatic reactors. In tubular
reactors, the dt=dp ratio is often only 5–10, and the velocity profile is far
from plug flow, as was shown in Figure 5.17. The maximum velocity, which
occurs near the wall, may be several times the centerline velocity. The dis-
persion effect of this velocity distribution is moderated by radial mixing, so
the measured residence time distribution and conversion in a long reactor
may not be much different than for ideal flow. With a large adiabatic
reactor, the maximum velocity still occurs near the wall, but only a small
fraction of the flow is in that region. However, in a large-diameter bed, it is
more difficult to get uniform flow distribution over the entire cross section,
particularly if the feed enters through a single central pipe.

In addition to the effect of nonuniform flow distribution, packed beds
have variations in local velocity that also cause departures from plug flow.
The average interstitial velocity is u0=�, or 2:5 u0 for a typical bed of spheres
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FIGURE 6.9 Predicted effect of boundary layer on toluene destruction in a large
incinerator. (From Ref. 26 with permission from Elsevier Science.)
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with � ¼ 0:4. However, some of the void volume is in spaces behind particles
or in channels not aligned with the central axis. The maximum local velocity
is estimated to be 5–10 u0, based on pressure-drop and heat-transfer data.
As gas passes at high velocity through constricted areas, the emerging jet
mixes with slow moving gas in pockets between particles. The combined
effects of flow maldistribution and local mixing contribute to dispersion that
is characterized by an effective axial diffusivity, Dea. Values of Dea are
calculated from the response of the bed to a step change in tracer concen-
tration or by the response to pulse or sinusoidal inputs.

Tests show that Dea is approximately proportional to the product of
the flow rate and the particle size, and the data are usually presented as axial
Peclet numbers:

Pea ¼
u0dp

Dea

ð6:18Þ

There have been dozens of studies of axial dispersion in packed beds, and
there is considerable scatter in the results. Figure 6.10 shows Peclet numbers
for gases and liquid as a function of the particle Reynolds number. Both Re
and Pea are based on the superficial fluid velocity, but in some references the
average interstitial velocity, u0=�, is used for one or both of these numbers.
For gases, the Peclet number is 2:0� 0:5. A theory that treats the bed as a
series of n perfect mixers, where n ffi L=dp, gives Pea ffi 2, in agreement with
the data [28]. This suggests that the high velocity near the wall does not have
a major effect on the dispersion.

Peclet numbers for liquids are much lower than for gases, with values
of about 0:2� 0:1 at Re ¼ 1� 10 slowly increasing to 0:6� 0:2 at Re ¼
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FIGURE 6.10 Axial dispersion of gases and liquid in packed beds.
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1000 [29]. Schmidt numbers for liquids are about 103, compared to  1 for
gases, so molecular diffusion may be the key to the difference. The effect of
high velocity near the tube wall might be offset by molecular diffusion in gas
tests but not in tests with liquids. Another explanation is that pockets of
fluid act as side capacities throughout the bed, and diffusion from these
pockets is quite slow in liquids, leading to greater tracer dispersion [30].

Effect of Axial Dispersion on Conversion

For a first-order irreversible reaction in a packed bed where axial dispersion
is significant, the concentration profile has the shape shown in Figure 6.11.
The material balance for a differential element is given in Eq. (6.19), where
D is the same as Dea the effective axial dispersion coefficient, and u is the
superficial velocity. The temperature, pressure, and molar flow rate are
assumed not to change, so u and k are constant, and the equation is written
for a unit cross section of the reactor:

flow in � flow out + diffusion in � diffusion out = amount reacted

uC � u C þ dCð Þ �D
dC

dl
þD

dC

dl
þ d2C

dl2
dl

 !
¼ k�bC dl ð6:19Þ

Canceling terms and dividing by u gives

� dC

dl
þD

u

d2C

dl2
¼ k�bC

u
ð6:20Þ
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FIGURE 6.11 Concentration profile for a packed-bed reactor with axial dispersion.
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The selection of appropriate boundary conditions has received much
attention, and different sets of conditions have been proposed for alternate
reactor configurations.

When there is no diffusion across the inlet and exit planes, the reactor
is considered closed, and the boundary conditions given by Danckwerts [31]
should be used. A bed of catalyst particles held between porous or perfo-
rated support plates is considered a closed reactor, because diffusion in the
support plates would be negligible. However, a reactor with downflow of
fluid might be closed at the bottom but have several inches of open space
between the top of the bed and the gas inlet. A similar reactor with upflow of
gas would be closed at the inlet and open at the exit. Boundary conditions
for open–closed and closed–open configurations have been proposed [32],
but for fixed beds nearly everyone uses the closed–closed conditions of
Danckwerts, which are:

1: At l ¼ 0; uC0 ¼ uCl¼0 þD � dC

dl

� �
l¼0

ð6:21Þ

2: At l ¼ L;
dC

dl
¼ 0 ð6:22Þ

The inlet boundary condition states that the feed to the reactor, uC0, is equal
to the reactant flux just inside the reactor, which is the sum of a convection
term and a diffusion term. Since the diffusion term is finite and positive, the
concentration just inside the reactor must be less than the feed concentra-
tion, and there is a step decrease in concentration at the inlet, as shown in
Figure 6.11. The magnitude of the step change depends on the dispersion
coefficient. As D increases, the change at the inlet becomes greater, and the
profile in the reactor becomes flatter.

The exit boundary condition is zero gradient in the reactor at l ¼ L. If
this gradient were finite, using an equation like that for the inlet would make
the exit concentration greater than the concentration just inside the reactor,
which is impossible. In an ideal plug-flow reactor, where D ¼ 0, there
is a finite concentration gradient at the reactor exit and no step change in
concentration at the inlet.

The solution of Eq. (6.20), assuming zero conversion at the inlet, is:

1� x ¼ 4�

1þ �ð Þ2exp �Pe 0 1� �ð Þ
2

� �
� 1� �ð Þ2exp �Pe 0 1þ �ð Þ

2

� �
ð6:23Þ

where
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Pe 0 ¼ uL

D
¼ Pea

L

dp

� �

� ¼ 1þ 4k�bL

uPe 0

� �1=2

The term Pe 0 ¼ uL=D is a modified Peclet number based on the reactor
length instead of the particle diameter, and so Pe 0 may have quite large
values. Figure 6.12 shows the fraction unconverted as a function of
k�bL=u for several values of Pe 0. For Pe 0 > 40, the conversion is very
close to that for plug flow. For Pe 0 � 1:0, the perfect mixing curve is
approached, but such low values of Pe 0 would not occur for fixed-bed
reactors. The dimensionless group k�bL=u corresponds to kW=F in previous
examples and to kt for a homogeneous reaction.
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FIGURE 6.12 Effect of axial dispersion on conversion for a first-order reaction in a
pipe or packed bed.
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For gas flow in packed beds, where Pea ¼ 2, the effect of axial disper-
sion is significant only if the bed is quite short. For example, consider a
5-inch bed of 1

4
-inch catalyst pellets that is predicted to give 95% conversion

with ideal plug flow based on k�bL=u ¼ 3:0. Since L=dp ¼ 20, Pe 0 ¼ 40, and
Figure 6.12 shows 1� xð Þ ¼ 0:06, compared to 0.05 for the ideal reactor.
Rather than stating the dispersion effect as a 1% decrease in conversion, the
additional amount of catalyst needed can be expressed as a correction
factor. Figure 6.12 shows that about 10% more catalyst is needed to
reach 95% conversion for this example. The correction factor increases
slightly with increasing conversion because of the curvature of the lines
for constant Pe 0 and the straight line for plug flow.

Most gas-phase reactors have L=dp > 50, so axial dispersion can be
neglected. However, there are some cases where short beds are used for mass
transfer studies or for very fast reactions, such as catalytic incineration, and
correction for axial dispersion may be justified.

Another way of assessing the effect of axial dispersion is to use the
model of n perfectly mixed reactors in series. Since the theory for dispersion
in packed beds predicts Pea ¼ 2 if the gas is mixed between each layer of
particles, n ffi L=dp. For n � 10, the conversion is almost the same as for a
plug-flow reactor, as was shown in Figure 3.9.

For liquids reacting in packed beds, the lower values of Pea might
seem to make dispersion effects more important than for gases at the
same L=dp. However, even for very fast chemical reactions, high conversion
of liquid cannot be obtained in short beds because of mass transfer limita-
tions. Large values of L=dp are needed at to get high conversion, and the
effect of axial dispersion is small.

Example 6.3

A reaction catalyzed by ion-exchange resin is carried out in a 48-cm-long
bed of 3-mm beads. The superficial velocity is 1 cm=sec, and the molecular
diffusivity is 2� 10�5cm2=sec, giving Re ¼ 30 and Sc ¼ 500. If the reaction
rate is limited by external mass transfer, the predicted conversion is 93%.

a. Estimate the effect of axial dispersion on the conversion.
b. Would the effect be greater or smaller for a bed 24 cm long?

Solution.

a. For Re ¼ 30, Pea ffi 0:25 from Figure 6.10:

Pe 0 ¼ Pea
L

dp
¼ 0:25

48

0:3

� �
¼ 40
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From Figure 6.12, for 1� x ¼ 0:07 with plug flow, k�b L=u ¼
2:65:With Pe 0 ¼ 40; 1� x ffi 0:085: To get 1� x ¼ 0:07, we need
k�bL=u ffi 2:85, or 8% more catalyst is needed.

b. If L ¼ 24 cm instead of 48, then

k�bL

u
¼ 2:65

2
¼ 1:32

With plug flow, 1� x ¼ e�1:32 ¼ 0:267; Pe 0 ¼ 40=2 ¼ 20; 1� x
ffi 0:28, to get 1� x ¼ 0:267; about 6% more catalyst is needed.

The effect of axial dispersion is slightly less for the shorter bed, in spite
of the lower modified Peclet number, because of the lower conversion level.

The examples just presented show that axial dispersion has only a
small effect on reactor performance for single-phase flow through a packed
bed of particles. With two-phase flow through a packed bed or with gas flow
in a fluidized bed, dispersion effects can be quite important because of the
complex flow patterns; these cases are discussed in later chapters. Complex
flow patterns can also occur for various reasons with single-phase flow in
fixed beds, and then reactor performance may be worse than predicted
allowing for normal axial dispersion. When abnormal flow patterns are
suspected because of poor reactor performance, the residence time distribu-
tion should be investigated.

Residence Time Studies

The residence time distribution in a reactor can be measured by adding a
pulse of tracer to the feed or making a step change in feed concentration
while continuously monitoring the outlet concentration. Frequency
response techniques can also be used, but control of the feed concentration
is more difficult. When the feed is distributed uniformly and the bed has no
abnormal features, the response to a pulse or step change is usually like that
shown in Figure 6.13 or 6.14. For beds with large L=dp and large values of
Pe 0, the pulse response curves show a narrow distribution of residence times,
and the step response curves are almost symmetrical. Either type of curve
could be compared to theoretical response curves to get the best value of Pe 0

or Dea. However, if Pe 0 � 40, the effect of axial dispersion on the conversion
is very small and the exact value of Dea is not important.

The problem comes when the response curves are very nonsymmetri-
cal, such as those in Figure 6.15. There may be an early breakthrough, with
some elements of flow having much less than the average residence time and
some having several times the average residence time. Curves of this type are
not well fitted by the axial dispersion model; and if a ‘‘best-fit’’ value of Dea
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is obtained, it will probably not lead to correct values of conversion when
used in a reactor model. Other models, such as the tanks-in-series model,
could be tried, but they might not fit any better. What should be done is to
consider possible causes for the abnormal response curves and to try to
correct the problem.

Three situations that could lead to abnormal flow patterns and poor
reactor performance are sketched in Figure 6.16. The bed in Figure 6.16a is
uneven because the high-velocity inlet stream has blown particles away from
the center. The difference in local velocities will lead to a greater spread of
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FIGURE 6.13 Pulse response curves for a dispersion model.

FIGURE 6.14 Step response curves for a dispersion model.
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residence times and a lower average conversion. The problem could be
corrected by having a feed manifold with multiple discharge pipes, by
using a set of baffles to divert flow from the center, or by covering the
level bed with a layer of larger and heavier particles.

Figure 6.15b shows a bed partially plugged with dirt, scale, or perhaps
coke deposits. Most of the flow goes through part of the bed at a velocity
much higher than normal, and the average conversion is decreased. A slow
flow through the fouled section gives a long tail to the residence time curve
and may lower the average selectivity because of the long residence time.
Evidence for partial plugging might come from an increase in pressure drop
across the bed or changes in the temperature profile.

An abnormal flow pattern can also be caused by a plugged support
plate, as shown in Figure 6.16c. Less gas will pass through bed in the region
above the plugged section, and the uneven flow distribution will lower the
conversion. Measuring the pressure drop across the support plate and across
the bed would help in diagnosis of the problem.

Example 6.4

Show the possible effect of uneven catalyst distribution in a shallow packed
bed such as that in Figure 6.16a. Assume that the bed depth is 3.0 ft over
half the cross section and 2.0 ft in the other half.
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FIGURE 6.15 Response to step and pulse inputs for a nonuniform bed.

FIGURE 6.16 Nonuniform flow in packed beds.
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a. If a uniform bed would give 95% conversion, what con-
version would result if each section had the same superficial
velocity?

b. If the pressure drop increases with u1:70 and both sections have the
same �P, what are the relative velocities? What is the overall
conversion, allowing for the different velocities?

Solution.

a. For first-order reaction in an ideal bed with L = 2.5 ft:

ln
1

1� x
¼ k�bL

�uu0
¼ ln

1

0:05
¼ 3

In section a, La ¼ 3:0 ft instead of 2.5 ft:

k�bL

u0
¼ 3

3:0

2:5

� �
¼ 3:6

1� xa ¼ e�3:6 ¼ 0:027

xa ¼ 0:973

In section b, Lb ¼ 2:0 ft:

k�bL

u0
¼ 3

2

2:5

� �
¼ 2:4

1� xb ¼ e�2:4 ¼ 0:091

xb ¼ 0:909

xave ¼
0:909þ 0:973

2
¼ 0:941

b. The flows in sections a and b will adjust to make the pressure
drops equal. Find the split by trial. Assume �P / Lu1:70 [see Eq.
(3.64)].

If uoa ¼ 0:88 �uu0;

�Pa ¼ � 3:0ð Þ 0:88 �uuoð Þ1:7¼ 2:41� �uu1:70

and if uob ¼ 1:12 �uu0;

�Pa ¼ � 2:0ð Þ 1:12 �uuoð Þ1:7¼ 2:42� �uu1:70

In section a,

k�bL

u0
¼ 3

3

2:5

� �
1

0:88
¼ 4:09 xa ¼ 0:983
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In section b,

k�bL

u0
¼ 3

2

2:5

� �
1

1:12
¼ 2:14 xa ¼ 0:883

Using a weighted average,

x ¼ 0:88 0:983ð Þ þ 1:12 0:883ð Þ
2

¼ 0:927

The higher flow rate in the shallower section of the bed increases the
effect of the difference in bed lengths. The amount unconverted is 7.3%
compared to 5.0% for an ideal reactor.

NOMENCLATURE

Symbols

C concentration
C average concentration
D diameter, axial dispersion coefficient
Da diameter of agitator
Dt diameter of tank
Dm molecular diffusivity
Dea effective axial diffusivity
do feed pipe diameter
dp particle diameter
dt tube diameter
H depth of liquid
k reaction rate constant
k 0 apparent rate constant
L time delay, length
Np power number for agitator
n stirrer speed
nf number of feed points
P power
Pea axial Peclet number
Pe 0 modified Peclet number = uL/D
q flow from impeller, including induced flow
R pipe radius
r reaction rate, radius
Re Reynolds number
S selectivity
t time
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t average residence time
tma macromixing time
tme mesomixing time
tmi micromixing time
tt blending time, total mixing time
u velocity
u 0 fluctuating velocity
u average velocity
uo superficial velocity
V volume of reactor
vf velocity of feed stream
xs segregation index

Greek Letters

� proportionality factor, diffusion parameter Dm/kR
2

� parameter in Eq. (6.23)
� parameter in Eq. (6.9)
" void fraction
" energy dissipation rate, w=kg
��� average energy dissipation rate
� viscosity
� density
�b density of catalyst bed
� pi
� relative rate of energy dissipation

PROBLEMS

6.1 An organic synthesis will be carried out in a jacketed baffled
reactor 1.5 m in diameter with an average liquid depth of 1.8 m. The reactor
has a standard six-blade turbine 0.45 m in diameter, and the maximum
power input is 1.8 kW/m3.

a. Pilot-plant tests are planned in a similar 0.2-m reactor to see if
agitation conditions affect the selectivity. What stirrer speed
should be used in the small reactor to match the blending time
achievable in the large reactor?

b. How much would the blending time be changed by making
Da=Dt ¼ 0:4 instead of 0.3?

6.2 If a stirred reactor is scaled up, maintaining geometric similarity
and keeping the same maximum shear rate, what would be the changes in n,
P/V, and tt for a 1000-fold increase in reactor volume?
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6.3 A gas-phase reaction is carried out at 250oC in a pipeline reactor
with D ¼ 5:0 cm and L ¼ 20 m. For a plug-flow reactor, the expected con-
version is 98%.

a. What effect would axial dispersion have on the conversion?
b. If the reactor diameter was increased to 15 cm and the residence

time kept the same, what conversion would be expected?

6.4 An irreversible exothermic reaction is carried out in an adiabatic
reactor with a feed temperature of 500oC. The rate constant at 500oC is
0:18sec�1, and the activation energy is 45 kcal/mol. The adiabatic tempera-
ture rise is 180oC. The residence time based on an average temperature of
600oC is 1.5 sec.

a. Calculate the conversion for a completely back-mixed reactor.
b. Show that a combination of a CSTR in series with a PFR will

give a higher conversion than either a CSTR or a PFR. About
what residence time should be used in the CSTR?

6.5 A catalytic oxidation is carried out in a shallow bed of 5-mm
spherical catalyst particles. The bed depth is only 4 cm, yet the conversion is
97%.

a. What would the conversion be for a plug-flow reactor under
these conditions?

b. What would be the conversion for a plug-flow reactor if external
mass transfer in the rate-limiting step?

6.6 For a gas-phase reaction in a packed bed with L=dP ¼ 10, the
predicted conversion for a PFR is 0.90.

a. What conversion is expected if the axial Peclet number is 2.0?
Compare this with the conversion predicted for n stirred reactors
in series.

b. Repeat the comparison if the PFR conversion for L=dP ¼ 10 is
0.99.
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7
Gas–Liquid Reactions

In many processes, a gas-phase reactant dissolves in a liquid to react with
the liquid or with other substances present in the solution. Examples of
partial oxidation of organic liquids are the oxidation of cyclohexane to
cyclohexanone and the oxidation of p-xylene to terephthalic acid, processes
that are carried out by bubbling air through the liquid in a stirred tank.
Reactions of oxygen in aqueous solution include aerobic fermentations and
destruction of organic contaminants in polluted water. Reactions of other
gases such as chlorine, hydrogen, carbon monoxide, and ethylene, with
organic compounds are often carried out in the liquid phase, and in all
these examples the gas must dissolve before reaction takes place. The dis-
solving of a gaseous reactant is a mass transfer step that may have a slight or
a large effect on the rate of reaction, depending on the gas solubility, the
mass transfer coefficient, and the intrinsic kinetics of the reaction.

In this chapter, the theories for gas absorption plus reaction are pre-
sented first for relatively slow reactions and then for fast reactions and for
instantaneous reactions. Performance data and scaleup criteria for several
types of gas–liquid reactors are then reviewed. For a given reaction, the
intrinsic kinetics of the liquid-phase reaction are the same for all types of
reactors, including stirred tanks, packed columns, bubble columns, and
spray contactors, but the mass transfer coefficients differ greatly, and the
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selection of reactor type and reaction conditions are strongly influenced by
the mass transfer characteristics.

CONSECUTIVE MASS TRANSFER AND REACTION

When the reaction rate in the liquid is slow compared to the maximum
possible rate of mass transfer of the gaseous reactant, the processes of
mass transfer and chemical reaction can be considered to take place in
series. Consider an irreversible reaction that takes place when gas A is
bubbled into a tank containing B:

Ag þ nB ! C ð7:1Þ
Assume the reaction in the liquid is first order to both A and B. The

rate per unit volume of liquid is

r 0 ¼ k2CACB ð7:2Þ
The concentration gradients near the gas–liquid interface are shown in

Figure 7.1. The figure shows a small driving force (PA � PAi) for diffusion of
A through the gas film near the interface, a discontinuity at the interface,
where CAi is the concentration of A on the liquid side of the interface, and a
modest driving force (CAi � CA) for diffusion of A into the bulk liquid,
where reaction occurs. No gradient is shown for B, because B is already
present in the bulk liquid, where all the reaction is assumed to take place.
Often CB is one or two orders of magnitude greater than CA because of the
low solubility of the gas. The gradients for other types of gas–liquid reac-
tors, such as packed columns and spray absorbers, are similar to those in
Figure 7.1, but of course the mass transfer coefficients and relative driving
forces might be different.
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FIGURE 7.1 Concentration gradients for slow reaction of A with B.
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The reaction rate can be defined in different ways using a unit volume
of liquid, a unit volume of reactor, or unit interfacial area as a basis. Since
mass transfer coefficients for tanks and packed columns are often based on
the volume of the apparatus, the overall reaction rate will be expressed in
units such as lb-mol-A/hr, ft3 or kg mol A/hr, m3. The volume is the active
reactor volume, which is the volume of the gas–liquid mixture in a stirred
tank or bubble column, the packed column volume, or the chamber volume
for a spray reactor. The mass transfer of A to the interface is the first step:

r1 ¼ kga PA � PAið Þ ð7:3Þ
If the gas follows Henry’s law, then

PAi
¼ HCAi ð7:4Þ

The diffusion of A through the liquid film is the second step. The a in
kLa and kga is the interfacial area per unit volume:

r2 ¼ kLa CAi � CAð Þ ð7:5Þ
The third step is the reaction of A and B in the bulk liquid. For a

stirred tank or bubble column, the amount of liquid per unit reactor volume
is (1� �), where � is the void fraction or bubble fraction:

r3 ¼ k2CBCA 1� �ð Þ ð7:6Þ

Continuous Back-Mixed Reactor

If the reaction is taking place in an ideal continuous stirred-tank reactor, the
concentrations CB and CA are uniform throughout the tank and do not
change with time. Then the rate of mass transfer of A to and into the liquid
must equal the rate of reaction of A:

r1 ¼ r2 ¼ r3 ¼ r ð7:7Þ
Since all the steps are first order to A, Eqs. (7.3)–(7.7) can be combined

to give an overall rate expression. The overall driving force (PA � 0) is split
into its parts, and each part is divided by the appropriate rate expression:

PA ¼ PA � PAi þ PAi ¼ PA � PAi þH CAi � CA þ CAð Þ ð7:8Þ

PA

r
¼ PA � PAi

r1
þH CAi � CAð Þ

r2
þHCA

r3
ð7:9Þ

Substituting for r1, r2, and r3 gives

PA

r
¼ 1

kga
þ H

kLa
þ H

k2CBð1� �Þ
¼ 1

Kga
ð7:10Þ
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r ¼ KgaPA ð7:11Þ
Often the gas-film resistance is negligible because H=kLa >> 1=kga,

and the overall coefficient becomes

1

Kga
ffi H

1

kLa
þ 1

k2CBð1� �Þ
� �

ð7:12Þ

For example, the Henry’s law coefficient for oxygen in water is
H25�C ffi 4:3� 104 atm=mole fraction, and the gas-film resistance can be
neglected for most air oxidations. The gas-film resistance is zero if a pure
gas is used and the solvent partial pressure is negligible.

For gas absorption in a large stirred tank, the concentration in the
liquid phase may be the same throughout the tank, but there may be appre-
ciable differences in the partial pressure of A in the gas phase because of the
hydraulic pressure gradient and because of incomplete mixing of the gas.
Equation (7.11) would still apply, but PA would vary from the bottom to the
top of the tank, and an integrated form of the rate expression or an appro-
priate average partial pressure would have to be used. A log-mean average is
sometimes used; but for vigorous agitation, the effective average may be
closer to the exit mole fraction times the average pressure.

Example 7.1

An aqueous catalyst solution is continuously regenerated by air oxidation in
a stirred tank, where monovalent metal ions are converted to the active
divalent form:

4Bþ þO2 þ 4Hþ ! 4Bþþ þ 2H2O

r ¼ k2CO2
CBþ

k2 ¼ 8:5 L=mol-sec at 50�C

The reaction conditions are:

T ¼ 50�C; HO2
¼ 8� 104 atm=mole fraction

P ¼ 2 atm ðtop of tankÞ
F ¼ 17,000L=hr solution feed rate

CBþ ¼ 1:6 M feed; 0:8 M product

100% excess air

The estimated mass transfer coefficients are
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kLa ¼ 900 hr�1

kga ¼ 80 mol=hr-L-atm

a. Calculate the overall reaction rate coefficient and the percent
resistance due to gas-phase mass transfer, liquid-phase mass
transfer, and chemical reaction.

b. What reaction volume is needed and what reactor size should be
chosen?

Solution.

a. To get Kga in mole/hr-L-atm, convert all rate terms to the same
units:

kga ¼ 80 mol=L-hr-atm

convert H assuming 1000/18 = 55.5 mol/L:

H ¼ 8� 104atm

mole O2=total moles
� 1:0 l

55:5 mol
¼ 1440

atm-L

mole O2

kLa

H
¼ 900

1440
¼ 0:625 mol

atm-L-hr

assume � ¼ 0:1; ð1� �Þ ¼ 0:9:

CBþ ¼ 0:8 M

k2CBþð1� �Þ
H

¼ 8:5ð0:8Þð0:9Þð3600Þ
1440

¼ 15:3-mol=L-hr-atm

1

Kga
¼ 1

80
þ 1

0:625
þ 1

15:3
¼ 1:678

Kga ¼ 0:596 mol=L-hr-atm

gas-film resistance ¼ 1=80

1:678
� 100 ¼ 0:7%

liquid-film resistance ¼ 1=0:625

1:678
� 100 ¼ 95:4%

reaction resistance ¼ 1=15:3

1:678
� 100 ¼ 3:9%

The gas-film resistance could have been neglected for this example.
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b: moles O2 needed ¼ F �CBþ
� � 1

4
¼ 17,000

0:8

4

� �
¼ 3400 moles=hr

per 100 moles air;O2 fed ¼ 20:9;

O2 out ¼ 10:45 ðhalf of O2 fedÞ
N2 out ¼ 79:10

Gas out ¼ 89:55

PO2out ffi 2 atm
10:45

89:45

� �
¼ 0:234 atm ðneglects PH2OÞ

PO2in
ffi 2 0:209ð Þ ¼ 0:418 ðneglects depth factorÞ

PO2
¼ log mean PO2

¼ 0:317 atm

volume ¼ O2 needed

KgaPO2

¼ 3400

0:596ð0:317Þ ¼ 18,000L ð4750 galÞ

The total reactor volume would be at least 20% greater than the
volume of aerated liquid, to allow for disengagement space, so a
6000-gal tank might be chosen.

Semibatch Reactor

If a gas–liquid reaction is carried out by passing gas continuously through a
batch of liquid in a stirred tank, the concentration of liquid-phase reactant
changes with time, and this usually changes the reaction rate and the relative
importance of the mass transfer and reaction steps. The change in reaction
rate also leads to gradual accumulation of gas A in the bulk liquid, which
means that the rate of absorption of A is no longer equal to the rate of
reaction, as was assumed in Eq. (7.7).

Consider the reaction Ag þ nB ! C taking place in a semibatch reac-
tor with a concentration CB and an active volume V . Assume the reaction is
first order to A and to B and that the gas-phase resistance is negligible. The
unsteady-state material balance for A is

accumulation ¼ input� reaction ð7:13Þ

Vð1� �Þ dCA

dt
¼ kLaV CAi � CAð Þ � k2CACBð1� �ÞV ð7:14Þ

The volume terms cancel, and the equation is rearranged to

dCA

dt
þ CA

kLa

1� �þ k2CB

� �
¼ kLa

1� �CAi ð7:15Þ

262 Chapter 7

Copyright © 2003 by Taylor & Francis Group LLC



Although CB decreases with time because of reaction, the change takes
place over many minutes or a few hours, whereas the rate of change of CA is
quite rapid when gas is first introduced to the reactor. Assuming CB is
practically constant for a short time permits integration of Eq. (7.15):

For CA ¼ 0 at t ¼ 0;

CA ¼ CAi

kLa
0

kLa
0 þ k2CB

� �
1� e�t kLa

0þk2CBð Þ� �
ð7:16Þ

where

kLa
0 ¼ kLa

1� � a 0 ¼ cm2=cm3 liquid

The reciprocal of the term kLa
0 þ k2CB

� �
is the time constant � for

changes in CA. For a first-order system, 95% of steady state is reached when
t ¼ 3�. In a typical stirred-tank reactor with good gas dispersion,
kLa

0 ffi 0:1 sec�1, and if the reaction rate term k2CB is also about 0.1
sec�1, the time constant is 5 sec. The solution would reach 95% of the
final value of CA in about 15 seconds. The final value (99.7% of equili-
brium), which is really a pseudo-steady-state value is reached after t ffi 5�:

CAss
¼ CAi

kLa
0

kLa
0 þ k2CB

� �
ð7:17Þ

Note that the steady-state bulk concentration of A is half the satura-
tion value when the mass transfer and reaction terms are equal. As CB

decreases slowly because of reaction, CA gradually increases and approaches
CAi as the reaction nears completion. Since the time constant for changes in
CA is usually so much smaller than the time required for appreciable
changes inCB, Eq. (7.17) can be used for CA in the reaction rate and mass
transfer equations. The accumulation term dCA

dt

� �
in Eq. (7.14) is assumed

negligible, and the rate of consumption of B is set equal to the correspond-
ing rate of absorption of A:

Vð1� �Þ dCB

dt
¼ � 1

n
kLaV CAi � CAð Þ ð7:18Þ

Substituting for CA using Eq. (7.17) yields

Vð1� �Þ dCB

dt
¼ � 1

n
kLaVCAi 1� kLa

0

kLa
0 þ k2CB

� �
ð7:19Þ

Integration of Eq. (7.19) gives the time required for a specified conversion of
B. Since kLa

0 ¼ kLa=ð1� �Þ, Eq. (7.19) can also be written
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dCB

dt
¼ � kLa

0CAi

n

k2CB

kLa
0 þ k2CB

� �
ð7:20Þ

When kLa
0 >> k2CB, the solution is almost saturated with A, and the mass

transfer terms cancel, giving

� dCB

dt
¼ k2CAiCB

n
ð7:21Þ

With CAi constant, the change inCB follows pseudo-first-order kinetics:

ln
CBo

CB

¼ k2CAit

n
ð7:22Þ

The n appears in Eqs. (7.18)–(7.22) because the reaction rate was
defined for A rather than for B.

When the reaction rate term k2CB is much greater than the mass
transfer coefficient kLa

0, the reaction becomes mass transfer controlled,
and Eq. (7.20) becomes

� dCB

dt
¼ kLa

0CAi

n
ð7:23Þ

The concentration of B then decreases at a constant rate, as if the reaction
was zero order to B. The changes in CB with time for reaction control and
mass transfer control are sketched in Figure 7.2.

When k2CB and kLa
0 are comparable in magnitude, the reaction rate

decreases as B is converted, but not as much as when the reaction step
controls the overall rate. For very high conversions of B, the last stages of
the batch reaction follow pseudo-first-order kinetics.
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FIGURE 7.2 Concentration curves for a semibatch reaction: (a) kLa >> k2CB ; (b)
kLa ffi k

2
CB ; (c) kLa << k2CB .
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The batch time required for a given conversion of B depends on CAi

for all the cases considered so far, but CAi may not be constant if the gas fed
is a mixture. For example, if an oxidation is carried out using air bubbled
into a tank, an average partial pressure of oxygen should be used with the
Henry’s law constant to get CAi. At the start of the reaction, an appreciable
fraction of the oxygen fed might react, and the partial pressure of oxygen in
the exit gas could be considerably less than that in the feed gas. The appro-
priate average partial pressure could be the log mean of the two values; or if
the tank is very vigorously agitated, the exit partial pressure would be used.
If mass transfer of oxygen is not controlling and the reaction slows down, a
smaller fraction of the oxygen will be used and the average partial pressure
will increase with time. A numerical or graphical integration of Eq. (7.20)
would be needed, with the appropriate values of PA and CAi used.

Continuous Reaction in an Unstirred Reactor

When a gas–liquid reaction is carried out continuously in a packed absorber
or in a bubble column, and if the solubility of gas A is low compared to the
concentration of reactant B, the pseudo-steady-state approach can be used
and Eq. (7.20) applied to give the reaction rate at any point in the column. If
plug flow of liquid and gas is assumed, which is reasonable for a packed
column, and if the ratio of flows is specified, the change in PA can be related
to the change in CB and the required tower size calculated by integration or
by using an average PA, if the change in PA is not very large.

SIMULTANEOUS MASS TRANSFER AND REACTION

A key assumption made in the previous section on consecutive mass transfer
and reaction was that essentially all reaction takes place in the bulk liquid.
However, when the reaction is rapid enough to make the concentration of
reactant A almost zero in the bulk liquid, significant reaction may take place
in the liquid film. The amount of liquid in the film region is very much less
than the amount of bulk liquid, but the average concentration of A in the
film is much higher than the bulk value. When reaction in the film region is
significant, the amount reacting must be determined using theories for
simultaneous diffusion and reaction. The case of a stagnant liquid film is
considered first, since it is easier to picture the gradients, and then results
based on the penetration theory are presented.

When some reaction occurs in a stagnant liquid film, the steady-state
gradient for A is steeper at the gas–liquid interface than at the other bound-
ary of the film, since the flux into the film is greater than the flux into the
bulk liquid. Therefore the concentration profile for A is curved, as shown in
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Figure 7.3 for a typical case where about half the reaction occurs in the film.
The gas-film resistance is neglected for this example, and the concentration
of B is constant throughout the film, as was assumed in the previous section.
The concentration of A in the bulk liquid is CAL, and CA is the (variable)
concentration in the liquid film. The distance from the interface is x, and xL
is the film thickness.

At steady state, the difference between the diffusion fluxes into and out
of the differential element dx for a unit interfacial area is equal to the
amount consumed in the element:

�DA

dCA

dx

� �
þDA

dCA

dx
þ d2CA

dx2
dx

 !
¼ k2CBCA dx ð7:24Þ

Since CB does not vary, k2CB is replaced with a first-order rate con-
stant:

DA

d2CA

dx2
¼ k2CBCA ¼ kCA ð7:25Þ

The boundary conditions are

CA ¼ CAi at x ¼ 0

CA ¼ CAL at x ¼ xL

Note that Eq. (7.25) has the same form as Eq. (4.75) for pore diffusion
and reaction in a flat slab, but the boundary conditions are different, since
the gradient for A is not zero at the edge of the liquid film.
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FIGURE 7.3 Concentration gradients for simultaneous diffusion and reaction of gas
A in the liquid film.
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The solution of Eq. (7.25) is given in terms of a dimensionless modulus
sometimes called the square-root modulus [1] and sometimes the Hatta num-
ber [2]:

CA ¼
CAL sinh

x
xL

ffiffiffiffiffi
M

p� �
þ CAi sinh

xL�x
xL

ffiffiffiffiffi
M

p� �
sinh

ffiffiffiffiffi
M

p� � ð7:26Þ

where

ffiffiffiffiffi
M

p
¼ xL

ffiffiffiffiffiffiffi
k

DA

s
¼ square-root modulus ð7:27Þ

An alternate equation for the square-root modulus is based on the
normal value of the film coefficient, k�L, rather than on the film thickness:

k�L ¼ DA

xL
ð7:28Þ

ffiffiffiffiffi
M

p
¼ DA

k�L

ffiffiffiffiffiffiffi
k

DA

s
¼

ffiffiffiffiffiffiffiffiffi
kDA

p
k�L

ð7:29Þ

The flux of A is obtained by differentiating Eq. (7.26) and evaluating
the derivative at x ¼ 0:

NA ¼ DA

�dCA

dx

� �
0

¼
ffiffiffiffiffiffiffiffiffi
kDA

p
CAi cosh

ffiffiffiffiffi
M

p � CAL

� �
sinh

ffiffiffiffiffi
M

p ð7:30Þ

The concentration of A in the bulk can be calculated by setting the flux
at x ¼ xL equal to the amount consumed in the bulk liquid per unit area of
interface:

DA

�dCA

dx

� �
xL

¼ kCAL

a
ð7:31Þ

In almost all cases where the reaction is fast enough to cause signifi-
cant reaction in the film, the value of CAL is very low and can be taken as
zero. This simplifies the analysis and Eq. (7.30) becomes

NA ¼
ffiffiffiffiffiffiffiffiffi
kDA

p
CAi cosh

ffiffiffiffiffi
M

p

sinh
ffiffiffiffiffi
M

p ¼ CAi

ffiffiffiffiffiffiffiffiffi
kDA

p
tanh

ffiffiffiffiffi
M

p ð7:32Þ

The flux of A is proportional to CAi, just as it is for consecutive mass
transfer and reaction, since both mass transfer and reaction are first-order
processes. The subsequent analysis focuses on mass transfer of A using the
concept of an effective mass transfer coefficient. In Eq. (7.32), the driving
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force is CAi (or CAi � 0), and since NA is proportional to CAi, the propor-
tionality factor is the effective mass transfer coefficient, kL:

kL ¼ NA

CAi

¼
ffiffiffiffiffiffiffiffiffi
kDA

p
tanh

ffiffiffiffiffi
M

p ð7:33Þ

The ratio of the effective mass transfer coefficient to the normal value
is always greater than 1.0 and is called the enhancement factor, �:

� � kL
k�L

¼
ffiffiffiffiffiffiffiffiffi
kDA

p
k�L tanh

ffiffiffiffiffi
M

p ¼
ffiffiffiffiffi
M

p

tanh
ffiffiffiffiffi
M

p ð7:34Þ

The reaction rate per unit volume is the normal rate times the enhance-
ment factor

r ¼ k�La�CAi ð7:35Þ

For low values of
ffiffiffiffiffi
M

p
, tanh

ffiffiffiffiffi
M

p ffi ffiffiffiffiffi
M

p
, giving � ¼ 1:0; and the equations

for consecutive absorption and reaction can be used. For
ffiffiffiffiffi
M

p ¼ 1:0, tanh
1.0 ¼ 0.76 and � ¼ 1:31, which means that the rate of absorption (and
reaction) of A is 31% faster than the rate of physical absorption with the
same driving force. For

ffiffiffiffiffi
M

p � 3, tanh
ffiffiffiffiffi
M

p ffi 1 and the enhancement factor
is equal to

ffiffiffiffiffi
M

p
.

To understand how chemical reaction enhances the mass transfer pro-
cess, consider the concentration gradients sketched in Figure 7.4. Forffiffiffiffiffi
M

p ¼ 3, the gradient at the interface is about three times steeper than
that for physical absorption, which is shown as a dashed line. Much of
the A reacts quite close to the interface, and a negligible amount diffuses
into the bulk liquid. For

ffiffiffiffiffi
M

p ¼ 10, the rate of absorption of A is enhanced
10-fold, as if the effective film thickness was only one-tenth the actual value.

For high values of
ffiffiffiffiffi
M

p
, the rate of absorption per unit area is the

modulus times the normal rate. For
ffiffiffiffiffi
M

p � 3; � ¼ ffiffiffiffiffi
M

p
,

NA ¼
ffiffiffiffiffi
M

p
k�LCAi ¼

ffiffiffiffiffiffiffiffiffi
kDA

p
CAi ð7:36Þ

r ¼ a
ffiffiffiffiffiffiffiffiffi
kDA

p
CAi ð7:37Þ

The absorption rate varies with the square root of the rate constant
and the molecular diffusivity. Both mass transfer and chemical reaction
influence the overall process, but neither can be said to ‘‘control’’ the rate.
Note that the square-root dependence on a rate constant and a diffusivity
matches that found for diffusion and reaction in porous catalysts at high
values of the Thiele modulus [Eq. (4.34)].
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Allowing for Gradients of B

When the enhancement factor is large, indicating that most of the reaction
takes place quite close the interface, the assumption of constant concentra-
tion of B, which leads to pseudo-first-order kinetics, may no longer be valid.
Based on the stagnant film model, B has to diffuse most of the way through
the film if the reaction takes place in a narrow zone very close to the inter-
face. Typical gradients for this situation are shown in Figure 7.5. The gra-
dient for B is linear through most of the liquid film, where no reaction is
taking place. In the reaction zone, the gradient for B decreases as B is
consumed, and the gradient goes to zero at the interface, since no B leaves
the liquid. The average concentration of B in the reaction zone, �CCB, is
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FIGURE 7.4 Concentration profiles for absorption plus slow, moderate, or fast
reaction.

FIGURE 7.5 Gradients for a fast reaction very near the interface.
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slightly greater than the concentration at the interface, CBi. If �CCB is signifi-
cantly less than CBo, the enhancement factor is smaller than that given by
Eq. (7.34) with k ¼ k2CBo. To calculate the correct enhancement factor
allowing for the change in CB would require simultaneous solution of the
equations for diffusion and reaction for both A and B in the liquid film. The
exact solution is not given here, since solutions based on the more realistic
penetration theory are presented later. However, the following example
shows how film theory can be used for an approximate calculation to
show when the gradient for B becomes important.

Example 7.2

For the reaction Aþ B ! C with CBo ¼ 40CAi, DA ¼ 1:2DB, andffiffiffiffiffi
M

p ¼ 10, is the gradient for B in the liquid film significant?

Solution. Assume the gradient for A is the same as when the gradient
for B is negligible, which means � ¼ ffiffiffiffiffi

M
p ¼ 10:

NA ffi 10DACAi

xL
¼ CAi

DA

0:1xL

The effective diffusion distance for A is 0:1xL. Assume

NB ¼ DB CBo � CB

� �
0:9xL

¼ NA ¼ CAiDA

0:1xL

CBo � CB ¼ DA

DB

CAi

0:9

0:1

� �
¼ 9CAi

DA

DB

CBo � CB

CBo

¼ 9ð1:2Þ CAi

CBo

¼ 9
ð1:2Þ
40

¼ 0:27

CB ¼ 0:73 CBo

If r varies with
ffiffiffiffiffiffiffiffiffi
kCB

p
, r decreases by

ffiffiffiffiffiffiffiffiffi
0:73

p ¼ 0:85. The corrected
� ¼ 10 0:85ð Þ ¼ 8:5. A 15% decrease in rate is marginally significant, con-
sidering probable uncertainties in k�L and

ffiffiffiffiffi
M

p
. For higher values of

ffiffiffiffiffi
M

p
or

a lower CBo=CAi ratio, the change in CB should certainly be taken into
account.

INSTANTANEOUS REACTION

When A and B react instantaneously, the reaction occurs at a plane parallel
to the interface, or at the gas–liquid interface if the gas-film resistance con-
trols. For the case where CAi is not zero, the gradients for reaction in a
stagnant film are shown in Figure 7.6. The steepness of the gradients reflects
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the diffusivities, and if DA ffi DB and CBo >> CAi, then the reaction plane is
quite close to the interface.

Based on the gradients shown in Figure 7.6, the fluxes of A and B are

NA ¼ CAiDA

�
;NB ¼ CBoDB

xL � � ð7:38Þ

For Aþ nB ! C;

NB ¼ nNA

CAiDA

�
¼ CBoDB

n xL � �ð Þ ð7:39Þ

CAiDAnxL � CAiDAn� ¼ CBoDB� ð7:40Þ

� ¼ CAiDAnxL
CBoDB þ nCAiDA

ð7:41Þ

NA ¼ CAiDA CBoDB þ nCAiDAð Þ
nCAiDAxL

ð7:42Þ

NA ¼ nCAiDA þ CBoDB

nxL
ð7:43Þ

kL ¼ NA

CAi

¼ DA

xL
þ CBo

nCAi

DB

xL
ð7:44Þ

� ¼ kL
k�L

¼ kL
DA=xLð Þ ¼ 1þ CBo

nCAi

� �
DB

DA

� �
ð7:45Þ
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FIGURE 7.6 Concentration profiles for instantaneous reaction of A and B.
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The enhancement factor for instantaneous reaction depends on the
ratio of concentrations and the ratio of diffusivities. A limiting case is a
very high ratio of CBo=CAi. When CBo >> nCAi,

� ffi CBo

nCAi

DB

DA

� �
ð7:46Þ

The reaction rate per unit interfacial area is

NA ¼ �k�LCAi ¼
CBo

nCAi

DB

DA

DA

xL
CAi ¼

CBo

n

DB

xL

� �
ð7:47Þ

The reaction rate per unit volume is

rA ¼ a
CBo

n

DB

xL

� �
ð7:48Þ

Since
DB
xL

is the mass transfer coefficient for diffusion of B through the

film, the rate of absorption of A is then limited by the rate of diffusion of B
to the gas–liquid interface, where the reaction occurs. Increases in CAi or PA

have no effect on the rate and make the apparent overall coefficient for A
decrease. This has been observed for some fast gas–liquid reactions [3].

PENETRATION THEORY

In the previous sections, stagnant films were assumed to exist on each side of
the interface, and the normal mass transfer coefficients were assumed pro-
portional to the first power of the molecular diffusivity. In many mass
transfer operations, the rate of transfer varies with only a fractional
power of the diffusivity because of flow in the boundary layer or because
of the short lifetime of surface elements. The penetration theory is a model
for short contact times that has often been applied to mass transfer from
bubbles, drops, or moving liquid films. The equations for unsteady-state
diffusion show that the concentration profile near a newly created interface
becomes less steep with time, and the average coefficient varies with the
square root of D=tÞð [4]:

k�L ¼ 2

ffiffiffiffiffi
D

�t

r
¼ 1:13

ffiffiffiffi
D

t

r
ð7:49Þ

When a pseudo-first-order reaction takes place in the liquid, the con-
centration profile for reactant A is initially very steep and becomes less steep
as A diffuses further into the liquid. However, with a fast chemical reaction,
the concentration profile reaches a steady state after a relatively short time,
and the absorption rate is given by
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NA ¼ CAi

ffiffiffiffiffiffiffiffiffi
kDA

p
ð7:50Þ

where k ¼ k2CBo. This equation is identical to that derived for steady-state
diffusion plus reaction in a stagnant liquid film for the case of constant CBo.
[Eq. (7.36)].

When the reaction is fast enough so that diffusion of B toward the
reaction zone is important, the penetration theory does not give the same
results as the stagnant-film model. Numerical solutions of the equations for
simultaneous diffusion and reaction of A and B based on the penetration
theory have been reported [5]; the enhancement factors are shown in Figure
7.7. The parameter �a is the asymptotic value of �, which is reached when
rate constant k becomes infinite (instantaneous chemical reaction). The dif-
fusivity ratio DB=DA and the concentration ratio influence �a in a complex
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FIGURE 7.7 Enhancement factor for a second-order irreversible reaction.
(Adapted from Ref. 5.)
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fashion; but for a high concentration ratio, which is often the case, the
following simple equation applies:

�a ¼ 1þ CBo

nCAi

DB

DA

� �1=2

ð7:51Þ

Note that Eq. (7.51) differs from Eq. (7.45) only in the exponent for the
diffusivity ratio.

Figure 7.7 shows that when
ffiffiffiffiffi
M

p
is less than about 0.1�a, the gra-

dient for B is small and the enhancement factor is almost the same as for a
first-order reaction. When

ffiffiffiffiffi
M

p ffi �a, the change in CB is significant and
the enhancement factor is about 35% less than for a first-order reaction.
Since the enhancement factor depends on CBo and CAi, which are generally
not constant with time or position, the enhancement factor should be
evaluated at several points in a flow reactor or at different times of a
batch cycle.

Example 7.3

A column packed with 0.5-in. rings is used to scrub CO2 from air using an
aqueous solution of NaOH at 258C. The initial and final partial pressures
of CO2 are 0.04 and 0.004 atm, respectively, and the caustic concentration
is 0.75 M at the top and 0.5 M at the bottom. The first step in the reaction
is

CO2 þOH� ! HCO�
3 ; k2 ¼ 8500L=mol-sec at 258C

The second step is instantaneous

HCO�
3 þOH� ! CO¼

3 þH2O

Estimated mass transfer coefficients and other properties are:

kga ¼ 7:4 mol=hr ft3 atm

k�La ¼ 32 hr�1

a ffi 34 ft2=ft3

HCO2
¼ 1:9� 103 atm=m:f :

DCO2
¼ 2� 10�5 cm2=sec

DOH� ¼ 2:8� 10�5 cm2=sec

Predict the overall mass transfer coefficient at both ends of the column
and the percent resistance in the gas phase.
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Solution.

At the gas inlet, CAi ¼ PAi=H: If PAi ffi PA ¼ 0:04 atm; then

CAi ffi
0:04

1:9� 103
� 55:5 mol=L ¼ 1:17� 10�3 mol=L

Since the second step is instantaneous, the overall reaction is

CO2 þ 2OH� ! CO¼
3 þH2O

So

n ¼ 2

�a ¼ 1þ 0:5=2

1:17� 10�3

2:8� 10�5

2:0� 10�5

 !0:5

¼ 253

k�L ¼ k�La
a

¼ 32

3600
� 1

34
� 30:5 cm

ft
¼ 7:97� 10�3 cm=sec

ffiffiffiffiffi
M

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8500� 0:5ð Þ � 2� 10�5

� �q
7:97� 10�3

¼ 36:6

From Figure 7.7, � ffi ffiffiffiffiffi
M

p ¼ 36:6.
H is converted to H 0 to be consistent with kga units:

62:3

18
¼ 3:46 mol H2O=ft

3

H 0 ¼ 1:9� 103 atm

mol CO2=mol H2O
� 1

3:46 mol H2O=ft
3
¼ 549 atm

mol=ft3

1

Kga
¼ 1

kga
þ H 0

�k�La
¼ 1

7:4
þ 549

36:6ð32Þ ¼ 0:604

Kga ¼ 1:66 mol=hr-ft3-atm

1:66

7:4
¼ 0:22; 22% resistance in gas film

PAi is 22% less than PA, which increases �a, but since �a >>
ffiffiffiffiffi
M

p
, � is not

changed.
At the top of the column,
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ffiffiffiffiffi
M

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8500ð0:75Þð2� 10�5Þ

p
7:97� 10�3

¼ 44:8

CAi ffi
0:004

1:9� 103
¼ 55:5 ¼ 1:17� 10�4 mol=L

�a ¼ 1þ 0:75=2

1:17� 10�4

2:8

2:0

� �0:5

¼ 3792

� ¼
ffiffiffiffiffi
M

p
¼ 44:8

1

Kga
¼ 1

7:4
þ 549

44:8ð32Þ ¼ 0:518

Kga ¼ 1:93 mol=hr-ft3-atm

1:93

7:4
¼ 0:26; 26% resistance in gas film

GAS-FILM CONTROL

Example 7.3 showed that a very fast reaction in the liquid can make the gas-
film resistance important even for a slightly soluble gas such as CO2. For an
instantaneous reaction in the liquid and a high value of $CBo, diffusion in
the gas film may be the controlling step. The gradients for this case are
shown in Figure 7.8, which is based on the film theory for simplicity.

To determine whether gas-film control is likely, the maximum flux of
A through a unit area of the gas film is compared with the maximum flux of
B through the liquid film:
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FIGURE 7.8 Concentration gradients for gas-film control and reaction at the inter-
face.
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For the gas film: NA;max ¼ kgPA ð7:52Þ

For the liquid: NB;max ¼ kL;BCBo ¼ kL;A
DB

DA

� �0:5

CBo ð7:53Þ

For the reaction Aþ nB ! C, if NA;max is less than NB;max=n, CAi will
approach zero and CBi will adjust until the flux of B to the interface matches
the flux of A. When NA;max is greater than NB;max=n, CAi is finite and the
reaction takes place at a plane near the interface where the fluxes of A and B
are matched, as illustrated in Figure 7.6.

EFFECT OF MASS TRANSFER ON SELECTIVITY

When consecutive or parallel reactions are carried out between a gas and a
liquid, the concentration gradients near the interface may influence the
selectivity as well as the overall rate of reaction. For chlorination or partial
oxidation of hydrocarbons, several workers have reported that the yield of
intermediate products was influenced by agitation variables [6,7] and was
less than predicted from the kinetic constants. Rigorous analysis of multiple
reactions is complex, but film theory can be used to show when mass trans-
fer effects are likely to change the selectivity [8].

Consider a consecutive reaction system where the intermediate C is the
desired product:

Ag þ B !1 C

Ag þ C !2 D

Both reactions are assumed first order to A and to B or C, and the ratio of
rates determines the selectivity:

r1
r2

¼ k1CACB

k2CACC

¼ k1
k2

� �
� CB

CC

� �
ð7:54Þ

The overall selectivity is the net amount of C produced per amount of B
consumed, and the local or instantaneous selectivity is based on the rates of
reaction:

S ¼ r1 � r2
r1

¼ 1� r2
r1

ð7:55Þ

S ¼ 1� k2
k1

� �
CC

CB

� �
ð7:56Þ

For a semibatch reaction, CB decreases with time and CC increases, so
the local selectivity is constantly decreasing. If there are no mass transfer
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effects, the equations for CB and CC can be integrated to get the yield of C,
which goes through a maximum with time:

CC

CBo

¼ k1
k2 � k1

e�k1t � e�k2t
� �

ð7:57Þ

CC;max

CBo

¼ k1
k2

� �k2=ðk2�k1Þ
ð7:58Þ

When mass transfer of A influences the rate, the gradient for A in the
liquid film does not affect the yield of C if both reactions are first order to A.
However, if the reaction is fast enough to make the gradient for B in the film
important, the selectivity is decreased because of the lower value of CB and
the higher concentration of CC in the film than in the bulk. Figure 7.9 shows
a typical case.

The average value of B in the reaction zone can be estimated using
Figure 7.7, provided the second reaction is still much slower than the first.
The value of � is assumed to depend mainly on

ffiffiffiffiffi
M

p
and �a for the first

reaction. If � ffi ffiffiffiffiffi
M

p
, the gradient for B is negligible and there is no selec-

tivity change. However, if � is less than
ffiffiffiffiffi
M

p
, the difference between � andffiffiffiffiffi

M
p

can be used to estimate CB. Since the rate varies with the square root of
DB in the pseudo-first-order region, the following equation holds:

CB

CBo

ffi �ffiffiffiffiffi
M

p
� �2

ð7:59Þ

This approximation is not valid if � is much less than
ffiffiffiffiffi
M

p
, but then the

selectivity would be too low to be practical. If the diffusivities of B and C are
nearly the same,

�CB ¼ CBo � CB ffi �CC ¼ CC � CCo ð7:60Þ
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Then the average values in the reaction zone can be used to estimate the
local selectivity.

Example 7.4

Tests in a homogeneous system show that k2 ¼ 0:09k1 for the reaction
sequence

Aþ B !1 C

Aþ C !2 D

For CAi ¼ 0:02 M, CBo ¼ 3 M, DA ¼ DB ¼ DC ¼ 10�5 cm2=sec, and k1 ¼
104 L=mol-sec, will mass transfer change the selectivity if k�L ¼ 0:015
cm=sec?

Solution. For reaction 1,

ffiffiffiffiffi
M

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3� 104 � 10�5

p

0:015
¼ 36:5

At the start of the reaction, from Eq. (7.51),

�a ¼ 1þ 3

0:02
¼ 151

From Figure 7.7,

� ¼ 33

From Eq. (7.59),

CB

CBo

¼ 33

36:5

� �2

¼ 0:82

From Eq. (7.60),

�CB ¼ 0:18ð3Þ ¼ 0:54 ffi �CC

CC ¼ 0þ 0:54

From Eq. (7.56),

S ¼ 1� 0:09
0:54

2:46

� �
¼ 0:98

At 50% conversion,

CB ¼ 1:5; CC þ CD ¼ 3� 1:5 ¼ 1:5

Gas–Liquid Reactions 279

Copyright © 2003 by Taylor & Francis Group LLC



ffiffiffiffiffi
M

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5� 104 � 10�5

p

0:015
¼ 25:8

�a ¼ 1þ 1:5

0:02
¼ 76

� ¼ 23

CB

CBo

¼ 23

25:8

� �2

¼ 0:79

CB ¼ 0:79ð1:5Þ ¼ 1:19; �CB ¼ 1:50� 1:19 ¼ 0:31 ffi �CC

If CD ffi 0:1;

CC ffi 1:4;

CC ¼ 0:31þ 1:4 ¼ 1:71

S ¼ 1� 0:09
1:71

1:19

� �
¼ 0:87

In comparison, with no mass transfer effect,

S ¼ 1� 0:09
1:4

1:5

� �
¼ 0:92

The local selectivity is lowered from 100% to 98% at zero conversion
and from 92% to 87% at 50% conversion because of mass transfer limita-
tions.

For parallel reactions, the selectivity may be altered by mass transfer
effects if the reactions are of different order. For:

Aþ B!1 C r1 ¼ k1CA

Aþ 2B!2 D r2 ¼ k2CACB

r1
r2

¼ k1
k2CB

When the reaction is rapid enough to deplete B in the film, reaction 2 will be
affected more than reaction 1 and the selectivity to product C is enhanced.

SUMMARY OF POSSIBLE CONTROLLING STEPS

A gas–liquid reaction may be controlled by the rate of mass transfer or
the rate of chemical reaction, or both steps may affect the overall rate.
When interpreting laboratory data or designing a large reactor, it is
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important to know if any one step is controlling and whether the relative
importance of the mass transfer and reaction steps is likely to change on
scaleup. The transition from reaction control for very slow reactions to
mass transfer control for very fast reactions is more complex than for
solid-catalyzed gas reactions because the gas and liquid reactants are
introduced in different phases and because there are several mass transfer
processes to consider.

The different regimes for a gas–liquid reaction are shown in Table 7.1.
For consecutive mass transfer of gas A through the liquid film and reaction
in the bulk liquid, the process goes from reaction control to mass transfer
control as the reaction rate constant goes from a very low value (relative to
the mass transfer coefficient) to a quite high value. For a very fast reaction
that takes place entirely in the liquid film, neither mass transfer nor reaction
controls, but both influence the rate of reaction. The reaction may be pseudo
first order to A because of a constant concentration of B in the reaction
zone. When the reaction rate is increased further or when the concentration
of B is lower, diffusion of A and B in the film and the reaction rate all
influence the overall rate and the selectivity with consecutive reactions
decreases. When the reaction is instantaneous, it may occur at a plane
near the gas–liquid interface, and the rate may depend on diffusion rates
of A and B. For moderately soluble gases and an instantaneous reaction, the
limiting step may be diffusion of A through the gas film.
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TABLE 7.1 Possible Controlling Steps for Ag + B!C

Reaction rate Controlling step Equations Notes

Very slow Reaction in bulk (7.10)–(7.12) Reaction in film
negligible

Moderate Both steps affect rate (7.10)–(7.12) Reaction in film
negligible

Fast Mass transfer of A (7.10)–(7.12) Reaction in film
negligible

Very fast Simultaneous
diffusion of A and
reaction in film

(7.34)–(7.35) �CCAL ¼ 0
pseudo 1st order to A

Very fast Diffusion of A and B
and reaction

Fig. 7.7 �CCB > CBo selectivity
changes

Instantaneous Mass transfer of A
and B in liquid film

(7.45)–(7.48)

Instantaneous Mass transfer of A in
gas film

(7.51)–(7.52)
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TYPES OF GAS–LIQUID REACTORS

When carrying out a gas–liquid reaction, the gas may be dispersed in the
liquid, as in bubble-column reactors or stirred tanks, or the gas phase may
be continuous, as in spray contactors or trickle-bed reactors. The funda-
mental kinetics are independent of the reactor type, but the reaction rate per
unit volume and the selectivity may differ because of differences in surface
area, mass transfer coefficient, and extent of mixing. In the following
sections, gas holdup and mass transfer correlations and other performance
data for gas–liquid reactors are reviewed and some problems of scaleup are
discussed.

BUBBLE COLUMNS

A bubble-column reactor is a vertical cylindrical vessel with a height/dia-
meter ratio that is usually at least 1.5 and may be as large as 20. Gas is
introduced near the bottom of the column through a set of nozzles, or a
sparger. Spargers may have an array of parallel pipes connected to a mani-
fold or several radial arms in a spider pattern or concentric pipe circles, all
with downward-facing holes every few inches. The holes are sized to give
exit velocities of 100–300 ft/sec, and the gas enters the liquid as jets, which
break up into bubbles after a short distance. As the bubbles rise, they tend
to coalesce and then break up again; the average bubble size depends mainly
on the gas flow rate and physical properties of the liquid rather than on the
orifice size. For small laboratory reactors, a fritted-glass disc or a sintered-
metal plate is sometimes used to disperse the gas. These give smaller initial
bubble sizes, but they are generally not used for large reactors because of the
cost and the greater chance of plugging. Also, any benefit from decreased
initial bubble size becomes quite small for tall columns.

In the simplest type of bubble column, gas is dispersed at the bottom
and bubbles are present throughout the reactor, as shown in Figure 7.10a.
In a loop or air-lift reactor (Fig. 7.10b), gas is introduced beneath a central
draft tube, and rising bubbles carry liquid upward. After most of the bub-
bles disengage, liquid flows downward in the annulus. The direction of flows
could be reversed by feeding gas to the annulus. The columns may have
internal coils for heat transfer and baffles to decrease axial mixing.

One of the main design variables for bubble columns is the superficial
velocity of the gas, which affects the gas holdup, the interfacial area, and the
mass transfer coefficient. The superficial velocity changes as gas passes up
the column because of the decrease in hydrostatic head and changes in the
total molar flow. When these changes are small, an average of the inlet and
exit velocities can be used to predict the performance, though in some
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studies the velocity reported corresponds to the gas feed rate at the exit
pressure. An important factor that is sometimes overlooked is the vapor
pressure of the solution. The gas bubbles quickly become saturated with
solvent vapor, which decreases the partial pressure of the reaction gas and
increases the volumetric flow rate of gas in the reactor.

Gas Holdup

At very low gas velocities (less than 3 cm/sec or 0.1ft/sec), bubbles formed
near the sparger rise at almost constant velocity, with little interaction. This
is called the quiescent regime or the bubbling regime. An increase in gas flow
rate gives a nearly proportional increase in gas holdup or void fraction �.
The holdup is related to the average bubble velocity b and the superficial
velocity uG by the equation

uG ¼ b� ð7:61Þ
In laboratory tests, the gas holdup is usually determined visually from the
height of aerated liquid relative to the original height ho:

h 1� �ð Þ ¼ ho ð7:62Þ

� ¼ 1� h0
h

ð7:63Þ

At moderate gas velocities, when the holdup is about 0.1, some large
bubbles are formed by coalescence, and they rise very rapidly, producing
vigorous mixing or churning of the liquid. This has been called the churn-
turbulent regime or the heterogeneous regime, but it will be referred to simply
as the turbulent regime. In this regime, increases in gas flow produce a
greater proportion of large, fast-moving bubbles, so the holdup does not
increase as rapidly with flow rate as in the quiescent regime. Figure 7.11
shows holdup data from several sources taken at about 208C in columns
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FIGURE 7.10 Bubble-column reactors: (a) simple type; (b) gas-lift type.
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10 cm or larger in diameter using single nozzles or multiple-orifice spargers.
Studies [9–11] have shown that the holdup is slightly greater for columns
smaller than 10 cm when porous plate distributors are used; correlations for
these systems are not included here.

Data from a comprehensive study of the air–water system by Yoshida
and Akita [11] are shown as a heavy solid line in Figure 7.11. They used
columns 7.7, 15, 30, and 60 cm in diameter and found the holdup was the
same for the three larger sizes. They found no effect of nozzle size when
using a single injector and no effect of liquid depth. The gas holdup � is
nearly proportional to uG at very low velocities but shows a smaller depen-
dence on uG in the turbulent regime. If the data are plotted on a log-log plot,
the slope gradually changes from 1.0 to about 0.5 at high velocities.

Figure 7.11 also shows the air–water data of Fair et al. [9] for a 46-cm
tank at low gas velocities, the data of Wilkinson et al. [12] for 15-cm and 23-
cm columns in the turbulent regime, and the data of Krishna and
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FIGURE 7.11 Void fractions for bubble columns.
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Ellenberger [13] for a 63-cm column in the turbulent regime. These three sets
of data are in reasonably good agreement with those of Yoshida and Akita,
as are the results from other studies of the air–water systems [14]. Yoshida
and Akita also used air with 0.3 N Na2SO3 solution, since sulfite solutions
provide an easy way to measure oxygen absorption rates. Although the
density, viscosity, and surface tension of the sulfite solution are almost the
same as for water, the gas holdup is appreciably greater, as shown by the
upper dashed line in Figure 7.11. The average bubble size is smaller in sulfite
solutions because coalescence is retarded by electrostatic effects. The effect
of salts has been observed by many workers but cannot be accurately pre-
dicted. Similar changes in bubble size and gas holdup [15] occur with some
mixtures of organic liquids, probably because coalescence is retarded by
surface tension gradients or monolayers at the interface.

With organic liquids, the gas holdup is generally higher than for water,
except for high-viscosity fluids. Most of the solvents represented in
Figure 7.11 have lower density, lower surface tension, and lower viscosity
than water, and there is no general agreement about the effect of each
variable on the holdup. A few of the many published correlations are
given in Table 7.2. The Akita–Yoshida correlation is based on three dimen-
sionless groups, the Bond, Galileo, and Froude numbers. Each group
includes the column diameter Dt as the length parameter; and since � does
not depend on Dt, only certain combinations of exponents are possible. This
may prejudice the conclusions for other variables. The term �=ð1� �Þ4 was
used to account for the changing effect of uG on �. To show more directly the
effects of key variables on �, their correlation can be converted to the
approximate form shown in Table 7.2. The three correlations differ signifi-
cantly in the predicted effects of surface tension, with exponents of �0:07,
�3=8, and �0:18, and the viscosity exponents are �0:08, þ0:25, and �0:05.
The difference in sign for the viscosity exponents is a result of studying
different ranges of viscosity. For low-viscosity liquids, � increases with �L

because of the decrease in bubble velocity, but � decreases with viscosity
when the viscosity is large [16]. For viscous liquids, very large bubbles form
and move rapidly through the column, giving low values of �. The correla-
tions in Table 7.2 indicate a slight increase in � with �L, but this may not be
correct, since the range of densities was small, and the holdup for CCl4, the
most dense liquid studied, is less than predicted based on its surface tension
and viscosity. Ignoring the density effect, the holdup data for most organic
liquids varies with about 
�0:4 and �0:2

L for low-viscosity liquids and with

�0:4��0:1

L for viscous liquids.
The effects of gas properties are often ignored, but studies at high

pressure and with gases of different molecular weight show that � increases
with about �0:2G in the highly turbulent regime [13,15,17]. There is less effect
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of gas density at low gas velocity. The effect of gas viscosity, if present at all,
is small enough to be neglected.

The following procedure is recommended for predicting holdup for
systems other than air–water. The average superficial velocity in the column
is calculated allowing for the solvent vapor pressure and the average abso-
lute pressure, and � for the air–water systems is predicted from Figure 7.11.
Then the ratios of physical properties are used to adjust the value of � if the
viscosity is about 1 cp or less (10�3 Pa-sec):

�

�air�H2O

¼ 



H2O

� ��0:4 �L

�H2O

� �0:2 �G
�air

� �0:2

ð7:64Þ

For viscous liquids, the exponent on the viscosity term should be
changed to �0:1, but predictions for this regime are quite uncertain because
of the limited amount of data.

In recent detailed studies of bubble columns, separate equations have
been proposed for the small-bubble holdup and the holdup of large bubbles,
which form above a critical gas velocity [13]. This is a more fundamental
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TABLE 7.2 Holdup Correlations for Pure Liquids in Bubble Columns

1.

�

1� �ð Þ4 ¼ 0:2
gD2

T �L
�

 !1=8
gD3

T �
2
L

�2
L

 !1=12
uG

gDTð Þ1=2

Akita and Yoshida [18]

or
�

1� �ð Þ4 ¼ 0:2N
1=8
BO N

1=12
Ga N1:0

Fr

� varies with: �0:15L ��0:07��0:08
L u0:5

G

2.

� ¼ 1:2
�L�G

�

� �1=4 uG

�g
�L

� �1=4
0
B@

1
CA

1=2
Van Dierendonck [19]

� varies with: �
1=8
L ��3=8�

1=4
L u

3=4
G

3.

� ¼ 0:672
�L�G

�

� �0:578 �4
Lg

�L�
3

 !�0:131
�G
�L

� �0:062 �G

�L

� �0:107

Hikita et al. [20]

� varies with:�0:069L ��0:185��0:053
L u0:578

G �0:062G �0:107
G
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approach that may eventually lead to better prediction of column perfor-
mance.

Mass Transfer Coefficient

The liquid-phase mass transfer coefficient kLa can be measured by following
the rate of change of concentration in the liquid during a gas absorption or a
stripping experiment. When a pure gas is used, there is no gas-phase resis-
tance and no change in gas concentration, which simplifies the analysis,
though for oxygen in air, the gas-phase resistance is negligible because of
the low solubility. One problem with transient absorption tests is that for
high values of kLa, the liquid becomes nearly saturated in a short time, and
the data have to be corrected for measurement lag. If a pure gas is used to
keep the equilibrium concentration constant and if the liquid is well mixed,
the absorption equation is:

V
dC

dt

� �
¼ kLa C� � Cð ÞV ð7:65Þ

ð
dC

C� � C
¼ ln

C� � C0

C� � C

� �
¼ kLat ð7:66Þ

For kLa ¼ 0:1sec�1, a typical value for moderate gas velocity, the liquid
would be 90% saturated after only 23 seconds. Taking data for longer
times reduces the error due to measurement lag; but for a very close approach
to equilibrium, the difference C� � Cð Þ cannot be accurately determined.

For slightly soluble gases, such as oxygen, there is an advantage to
using stripping tests rather than absorption tests to measure kLa. The driv-
ing force for stripping is C � C�ð Þ, and C� is generally much less than C even
at the gas exit, so the test can be extended to longer times and quite low
values of C with little error because of uncertainty in C�. However, when
stripping CO2 or other moderately soluble gases, the exit gas may be close to
saturation, and the average driving force C � C�ð Þ is subject to greater error,
particularly when the degree of gas-phase mixing is uncertain. Early studies
of CO2 desorption in bubble columns [7] gave anomalous results because of
changes in the extent of gas mixing.

Although absorption plus chemical reaction sounds more complex
than physical absorption or desorption, the absorption of oxygen in sulfite
solutions is often used to characterize the performance of bubble columns or
stirred reactors. With a 0.2–1.0 N solution of sodium sulfite and a small
amount of copper sulfate as catalyst (10�4 M), the rate of oxidation is
independent of sulfite concentration, and the oxygen absorption rate is
constant until nearly all the sulfite has reacted:
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SO¼
3 þ 1

2
O2 �!Cuþþ

SO¼
4 ð7:67Þ

The time for complete oxidation is generally 20–100 minutes, but the reac-
tion needs to be carried out only long enough to show that the rate is
constant, by sampling either the liquid or the exit gas. The key to the
steady-state measurement of kLa is that the Cu++-catalyzed chemical reac-
tion in the bulk liquid is fast enough to keep the dissolved oxygen concen-
tration almost zero, yet not fast enough for significant enhancement of the
mass transfer process due to reaction in the liquid film. The reaction rate is
then proportional to the partial pressure of oxygen in the gas phase. The
following equation holds whether or not the liquid is perfectly mixed:

� dCSO¼
3

dt
¼ 2KLaC

�
O2

1� � ð7:68Þ

The equilibrium oxygen concentration C�
O2

is the product of the solubility
and the oxygen partial pressure. Most workers have used either the average
oxygen pressure or the log-mean pressure, which assumes plug flow of the
gas; but for vigorous mixing, the exit pressure would be more appropriate.
The effect of back-mixing of the gas will be discussed later. The gas-film
resistance is negligible, so kLa ffi KLa.

The Akita values of kLa for oxygen absorption in sulfite solution in a
60-cm column are shown in Figure 7.12. The coefficients were based on the
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FIGURE 7.12 Mass transfer coefficients for oxygen absorption in bubble columns.
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aerated volume of the reactor and the arithmetic mean partial pressure of
oxygen, taking into account the average hydrostatic head. The coefficients
were independent of the catalyst concentration in the range 10�5 M to
10�4 M, showing that oxygen transfer was not enhanced by the chemical
reaction. They also found that kLa was about the same for different-dia-
meter nozzles and different liquid depths. At low gas velocity, kLa is pro-
portional to uG; but in the turbulent regime, kLa increases less rapidly with
velocity. The plots for � and kLa are quite similar, indicating that the
increase in kLa with uG comes mainly from increased gas holdup and inter-
facial area. A surprising result was the increase in kLa with column diameter
from 7.7 to 60 cm, which was fitted with a 0.17 exponent for the diameter.
There was no obvious explanation for the effect, and the authors suggested
that designs for large columns be based on the 60-cm data rather than
extrapolating with D0:17

t .
The effects of system properties on kLa are uncertain, because there

are relatively few mass transfer studies for organic liquids, and most were
transient tests, which are inherently less accurate than the steady-state oxy-
gen/sulfite tests. Data for oxygen absorption in a few organic solvents and in
water are shown in Figure 7.12. The coefficients for methanol and xylene are
greater than for water because the holdup and diffusivities are greater. With
aniline, the coefficients are less than for water because the much lower
diffusivity offsets the slightly higher holdup. Some published correlations
for kLa are given in Table 7.3; there are wide differences in the recom-
mended exponents for density, viscosity, and surface tension. These correla-
tions can be used to get approximate values of kLa, but a simpler approach
should be satisfactory for preliminary analysis. The mass transfer coefficient
is estimated using the O2–water data and correcting for differences in gas
holdup and diffusion coefficient:

kLa ¼ kLaO2�H2O

D

DO2�H2O

� �0:5 �

�O2�H2O

� �
ð7:69Þ

The diffusivity for oxygen in water at 208C is 2:4� 10�5cm2/sec. If holdup
data are not available, Eq. (7.64) or Figure 7.11 can be used to estimate �.

The use of the volumetric coefficient kLa for predicting reactor per-
formance is appropriate if the reaction takes place almost entirely in the
bulk liquid, and the equations for consecutive mass transfer and reaction
apply [Eqs. (7.10) and (7.12)]. For simultaneous diffusion and reaction in
the liquid film, the coefficient per unit area, kL, must be known to predict the
enhancement factor. Unfortunately, the data for kL show much more scatter
than the data for kLa because of the difficulty in measuring a or calculating a
from bubble size measurements. Also, kL has been shown to vary appreci-
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ably with bubble size, and use of an average kL introduces further uncer-
tainty. Small bubbles tend to act as rigid spheres, and for 1- to 2-mm air
bubbles in water, the oxygen absorption coefficient is about 0.01–0.015 cm/
sec. For larger bubbles, internal circulation and oscillations in shape
increase kL to about 0.03–0.05 cm/sec. These approximate values can gen-
erally be used to show whether a reaction is in the regime of simultaneous
diffusion and reaction. The value of kL could be adjusted for differences in
diffusivity following Eq. (7.69).

Effect of Liquid Depth

For some gas–liquid reactions, it is advantageous to use a very tall reactor
rather than one that is shorter but larger in diameter. With a tall bubble
column, the hydrostatic head increases the driving force for gas absorption
at the bottom, and this effect plus the increase in gas residence time permits
a greater fraction of the reactant gas to be absorbed. A tall reactor also
requires less space for installation. Other factors to consider are the
increased work of compression, though the work does not go up in propor-
tion to the depth, and the effect of hydrostatic head on the volumetric gas
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TABLE 7.3 Mass Transfer Correlations for Bubble Columns

1.

kLa ¼ 0:6
�L

�LD

� �0:5 gD2
T �L
�

 !0:62
gD3

T �
2
L

�2
L

 !0:31

�1:1

Akita and Yoshida [18]

2.

kLa ¼ 14:9gf

uG

uGuL
�

� �1:76 �4
Lg

�L�
3

 !�0:248

�G

�L

� �0:243 �L

�LD

� ��0:604

f ¼ 1:0 for non electrolytes

f ¼ 100:06811 for I < 1kg-ion=m3

Hikita et al. [21]

3.

kLad
2
B

D
¼ 0:62

�L

�LD

� �0:5 g�Ld
2
B

�

 !0:33
g�2Ld

2
B

�2
L

 !0:243

uGffiffiffiffiffiffiffiffiffi
gdB

p
 !0:68

�G
�L

� �0:04

Ozturk et al. [15]
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rate. The holdup and mass transfer coefficient are lower at the bottom
because of the lower superficial velocity.

Jackson and Shen [22] studied oxygen absorption from air into sulfite
solutions in bubble columns up to 21 m deep. They reported that kLa based
on the mean oxygen pressure decreased with the �0:45 or �0:55 power of
the liquid depth, h. An alternate correlation of their results, Figure 7.13,
shows that kLa varies nearly inversely with the average pressure expressed as
h=2þ 10:34, where h is in meters. This inverse dependence arises because
kLa is proportional to about the first power of the gas velocity at the low
velocities used (0.28 cm/sec and 0.83 cm/sec). The effects of depth on the
driving force and on kLa therefore cancel, and the oxygen absorption rate
for a given molar flow rate is proportional to the oxygen mole fraction and
nearly independent of depth. For the air–sulfite system at low flow rates,
about 30% of the oxygen was used in 10 meters; the predicted utilizations
are 50% for 20 meters and 75% for 40 meters. For absorption from richer
gases than air, the decrease in molar flow rate would have to be allowed for.

Axial Dispersion

Rising gas bubbles cause strong circulation currents in the liquid, and most
bubble columns have nearly uniform concentration and temperature in the
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FIGURE 7.13 Oxygen absorption in tall bubble columns. (Data from Ref. 22.)
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liquid phase. A good example of rapid liquid mixing was given by Jackson
and Shen [22], who showed that temperature uniformity in a large
(1:8-m� 12-m) stratified tank was achieved in less than 2 minutes at an
air rate of only 0.1 m/min. Others have characterized liquid mixing by an
axial dispersion coefficient EL calculated from tracer tests for columns oper-
ating with continuous flow of gas and liquid. Dispersion increases with gas
flow and with column diameter, and the following dimensional correlation
was given for EL in ft2/hr, Dt in ft, and uG in ft/hr [23]:

EL ¼ 73:5D1:5
t u0:5G ð7:70Þ

Equation (7.70) does not allow for the possible effect of column length, and
the effect of diameter may level off for sizes greater than 4 feet. For Dt ¼ 4 ft
and uG ¼ 100 ft/hr, EL ¼ 5900 ft2/hr. With this value for EL, the Peclet
number for a reactor with L ¼ 20 ft and a liquid velocity of 40 ft/hr
would be PeL ¼ LuL

EL
¼ 0:14. For Peclet numbers much less than 1.0, the

conversion for a first-order reaction is almost the same as for a perfectly
mixed reactor, so the assumption of perfect mixing is usually justified for
large bubble-column reactors.

Gas mixing in bubble columns has not received much attention, and
plug flow has often been assumed in analysis of laboratory data or design of
reactors, although some workers assumed perfect gas mixing. Gas mixing
can occur by the process of bubble coalescence and breakup as the bubbles
move upward or by the entrainment of small bubbles in liquid flowing down
near the walls. In the quiescent regime, the gas holdup is low, and most of
the bubbles move upward at about the same velocity. In tests of sulfite
oxidation with air at uG ¼ 0:35 or 0.67 cm/sec, gas samples showed a nearly
linear change in oxygen concentration with depth, indicating very little gas
mixing [22].

In the turbulent regime, the large bubbles promote rapid coalescence,
and there is more entrainment of small bubbles due to the vigorous liquid
circulation. Tracer tests showed a wide distribution of gas residence time
from about 0.2 �tt to 3 �tt [23]. The distribution is similar to that for a well-mixed
system except for the initial delay, but this distribution could be due largely
to differences in bubble velocity rather than to actual gas mixing. Attempts
to treat the residence time distribution with axial dispersion models have led
to quite different correlations, though there is general agreement that the
calculated dispersion coefficients increase with gas velocity and with column
diameter. At present there is no reliable method to predict the effect of gas
mixing on reactor performance. The plug-flow and back-mixed models can
be used to show the range of possible reaction rates and to indicate whether
more modeling studies or more experimental data are needed.
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Example 7.5

The commercial production of acetic acid by the carbonylation of methanol
is carried out continuously in bubble-column reactors at 170–1908C and
20–40 atmospheres using a soluble rhodium catalyst with methyl iodide as
a promoter. Tests in small stirred reactors showed that the reaction rate is
proportional to the product of the rhodium and iodide concentrations but is
independent of the methanol concentration and the partial pressure of car-
bon monoxide for partial pressures greater than about 2 atmospheres
[24,25]:

r ¼ 158:8� 106 exp
�8684

T

� �
ðRhÞðCH3IÞmol=L-sec

a. Use the general correlations for bubble columns to predict the
maximum rate of CO absorption at 1808C and a total pressure of
20 atm if the reaction takes place entirely in the bulk liquid.
Assume (Rh) ¼ 4� 10�3 M, (CH3I) ¼ 1M, uG ¼ 10 cm/sec at
the bottom of the reactor, and 80% utilization of the CO fed.
The solubility of CO at reaction conditions is 7� 10�3 mol/L-
atm.

b. Give the approximate dimensions for a bubble column reactor to
produce acetic acid at the rate of 0.1 kmol/sec (about 400 MM-
lb/year).

c. What would be the effect of using a lower gas velocity—say,
5 cm/sec—at the bottom of the reactor?

Solution.

a. The liquid in the reactor will be almost completely mixed with a
high concentration of acetic acid and little methanol, so predic-
tions are based on the properties of acetic acid. At 1808C
(453K),

P 0 ¼ 5:0 atm; Pco ¼ 20� 5 ¼ 15 atm

� ¼ 0:19 cp


 ¼ 28 dynes=cm at 208C ffi 20 at 1808C

From the Wilke–Chang equation [Eq. (4.17)], with MB ¼
60:05;VA ¼ 30:7,

DCO ¼ 7:4� 10�8 60:05ð Þ1=2453
0:19 30:7ð Þ0:6 ¼ 1:75� 10�4 cm2=sec
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Since 80% of the CO reacts, the exit gas velocity is 2 cm/sec, and
calculations will be based on the average of 6 cm/sec. For a gas
with 75% CO, 25% CH3CO2H, M ¼ 0:75ð28Þ þ 0:25ð60Þ ¼ 36.

Assume ideal gas:

�G ¼ 36 20ð Þ
82:056� 10�3
� �

453ð Þ ¼ 19:4 kg=m3

At 208C, 1 atm,

�air ¼ 1:21 kg=m3

From Figure 7.11,

�air�water ¼ 0:12 at 6 cm=sec

From Eq. (7.64),

� ¼ 0:12
72

20

� �0:4
0:19

1:0

� �0:2
19:4

1:21

� �0:2

¼ 0:25

From Figure 7.12 for uG ¼ 6 cm=sec;

kLaair�water ¼ 0:051 sec�1

From Eq. (7.69),

predicted kLa ¼ 0:051
17:5� 10�5

2:4� 10�5

 !0:5
0:25

0:12

� �
¼ 0:29 sec�1

At PCO ¼ 15 atm;

C�
CO ¼ 7� 10�3 ð15Þ ¼ 0:105 mol=L

rmax ¼ kLa C�
CO � 0ð Þ ¼ 0:29 ð0:105Þ ¼ 3:04� 10�2 mol=L-sec

Compare with the kinetic rate at 1808C:

r ¼ 158:8� 106 exp
�8684

453

� �
ð4� 10�3Þð1:0Þ

¼ 3:0� 10�3 mol=L-sec

At 20 atm, the possible rate of CO absorption is 10 times the
kinetic rate, so the solution would be 90% saturated with CO,
and the rate should be independent of P or PCO. A driving force
of 1.5 atm would be needed in the bubble column to make the
rate of CO absorption match the kinetic rate. If the true kinetics
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(no mass transfer effect) show a dependence on PCO below 2 atm,
then the bubble-column reactor would show a CO dependence
below PCO ¼ 2þ 1:5 ¼ 3:5 atm or at a total pressure below 8.5
atm.

b. To react 0.1 kmol/sec, feed 0:1=0:8 ¼ 0:125 kmol/sec. Gas phase
is 75% CO, total flow ¼ 0:125=0:75 ¼ 0:167 kmol/sec.
Neglecting hydrostatic head, at 20 atm, 1808C:

volume flow ¼ 0:167 82:056� 10�3
� �

453ð Þ
20

¼ 0:310 m3=sec

For uG ¼ 0:1m/sec, S ¼ 3:1m2, Dt ¼ 1:99, or 2.0m.

Liquid volume ¼ 0:1 kmol=sec

3� 10�6kmol=L-sec
� 10�3 ¼ 33:3m3

ho ¼
33:3

3:1
¼ 10:8 m clear liquid

h ¼ 10:8

1� 0:25
¼ 14:4 m aerated liquid

Reactor is 2.0m in diameter and 15m tall.
c. If uG is 5 cm/sec at the bottom, the reactor cross section would be

0.310/0.05 = 6.2 m2, or Dt ¼ 2:8 m. For the same volume,
ho ¼ 10:8=2 ¼ 5:4m. At uG ¼ 3 cm/sec,

� ¼ 0:07 for air�water

� ¼ 0:07

0:12
0:25ð Þ ¼ 0:15

h ¼ 5:4

0:85
¼ 6:4m; or 7m

A reactor 2:8m� 7m might be preferred to one 2m� 15m,
even though the value of kLa would be about 40% lower than
with uG ¼ 10 cm/sec. The maximum mass transfer rate for CO
would still be six times the kinetic rate, but the rate would start
to be affected by CO pressure at a higher total pressure.

Heat Transfer

The temperature in a bubble-column reactor can be controlled by removing
or adding heat through the column wall or a cooling coil. Based on studies
with an electrically heated wall, the heat transfer coefficient varies with
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about the 0.2–0.25 power of the gas velocity and is greater for water than for
viscous solutions or organic liquids [9,26,27]. Dimensionless correlations
have been developed using a modified Stanton number, where the gas velo-
city is combined with the physical properties of the liquid. The following
equation, proposed by Hart, was based on tests in a 9.9-cm column, but it is
probably applicable to larger columns as well (26):

hw
�LcpuG

� �
cp�L

kL

� �0:6

¼ 0:125
u3G�L
g�L

 !�0:25

ð7:71Þ

The dimensionless group on the right-hand side is the product of a Reynolds
number and the Froude number and thus takes account of inertial, viscous,
and gravitational forces. The terms in Eq. (7.71) can be combined to show
the net effect of each variable:

hw / u0:25G g0:25�0:75L k0:6L �
�0:35
L c0:4p ð7:72Þ

Note that the column dimensions, the gas properties, and the bubble size do
not appear in the correlation. However, some effect of tube diameter is
expected for tubes or cooling coils placed in the bubble column, since coef-
ficients for coils in stirred tanks are larger for small-diameter tubes. Also,
Eq. (7.71) could be modified by adding the term (�=�wÞ0:14 if there is a large
difference between the bulk and wall viscosities.

Several sets of heat transfer data were reviewed by Hikita et al. [27],
and they presented additional results for different liquids over a wide range
of conditions. They showed that hw varied with a decreasing power of uG as
the gas velocity increased, and the exponent was about 0.15 for uG ¼ 5–35
cm/sec. However, their values of hw are 10–50% above those for other
studies at comparable conditions, perhaps because they used quite short
(2 or 5 cm) heated sections in their columns. For short sections, the thermal
boundary layer is not fully established, and the coefficient is higher than for
a long heated section. For design calculations, Eq. (7.71) is recommended
for gas velocities up to 5 cm/sec; for extrapolation to higher velocities, an
exponent of 0.15 should be used.

STIRRED-TANK REACTORS

When a high-speed agitator is used to disperse the gas for a reaction, the
interfacial area per unit volume and the mass transfer coefficient are usually
much larger than for a bubble column. The more vigorous agitation also
leads to better heat transfer to a cooling coil or jacket and more uniform
suspension of any solids that are present. The main disadvantages of the
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stirred reactor are the extra cost of the agitator system and the greater
degree of gas back-mixing, which lowers the driving force for gas absorption
and may offset the higher mass transfer coefficient.

A typical stirred reactor is shown in Figure 7.14. Gas is introduced
under the impeller through a single pipe or a sparger ring. The impeller is
typically a flat-blade or curved-blade turbine with a diameter about one-
third the tank diameter. Four vertical baffles with a width one-tenth the
tank diameter are installed close to the wall to prevent vortex formation.
For tall vessels, multiple stirrers may be used, spaced about one tank dia-
meter apart on the vertical shaft. When radial-flow turbines are used for the
upper agitators as well as for the gas dispenser, liquid circulation loops
develop near each impeller, giving good local mixing, but there is limited
mixing between zones. Sometimes axial-flow impellers are used for the upper
stirrers to promote end-to-end mixing when uniform liquid composition is
desired.

Power Consumption

The power consumption of the stirrer, expressed as kW/m3 or HP/1000 gal,
and the superficial velocity of the gas are the main adjustable parameters
that determine the mass transfer coefficient. The agitator power can be
estimated from the power number Np and the standard equation for liquids
modified by a factor (Pg=Po) to allow for the effect of aeration:
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Pg ¼
Pg

Po

� �
�NpN

3D5
a ð7:73Þ

The ratio (Pg=Po) depends mainly on the gas velocity and to some extent on
the stirrer type and speed, tank size, and liquid properties. The simple
correlation in Figure 7.15 shows this ratio as a function of the aeration
number, NAe ¼ Q=ND3

a. For a standard turbine the ratio drops rapidly to
about 0.5 at NAe ¼ 0:05, and then it slowly approaches 0.4 at high values of
NAe. More detailed studies show a family of (Pg=Po) curves for different
stirrer speeds, gas velocities, or Froude members, but there is no generally
accepted correlation [28]. The steep drop in Pg=Po occurs as uG is increased
to about 1 cm/sec; at velocities greater than 5 cm/sec, the impeller may not
be able to disperse the gas effectively.

The decrease in power consumption is due to the formation of gas
pockets behind the turbine blades and not to the change in density of the
fluid, since the suspension density is decreased only about 10% because of
gas holdup. With the curved-blade turbine, which has concave blades facing
forward, the convex rear profile leads to smaller gas pockets and a smaller
change in power on aeration.

Mass Transfer

Mass transfer coefficients for gases in stirred tanks have been measured
using transient absorption or desorption tests with pure liquids or by fol-
lowing the psuedo-steady-state absorption and reaction of oxygen in sulfite
solutions. Unlike the case with bubble columns, there are large differences in
the coefficients found with these two approaches, as shown in Figure 7.16.
The upper two lines are based on the study of Rushton, Gallagher, and
Oldshue [29] for oxygen absorption at room temperature in sulfite solutions
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using 6- or 12-inch tanks with standard six-blade turbines. Their values of
Kga were converted to kLa using the estimated solubility of oxygen in sulfite
solution and assuming no gas-film resistance. The following equation gives
kLa in sec�1 as a function of Pg=V in kW/m3 and uG in cm/sec for oxygen in
sulfite solutions:

kLa ¼ 0:146
Pg

V

� �0:74

u0:7G ð7:74Þ

Several other studies of sulfite oxidation have given similar results,
though the exponents for gas velocity and power dissipation vary. A
detailed comparison of these results is difficult, because most authors
don’t tell whether kLa is based on the clear liquid or the aerated volume
or on the exit, arithmetic mean, or log-mean oxygen pressure. The classic
paper by Cooper, Fernstrom, and Miller [30] is worth reading even though
their data for vaned-disk stirrers and flat paddles are not as useful as data
for turbine agitators. They showed that at constant stirrer speed Kga first
increased and then leveled off or went through a maximum as gas velocity
increased and that using actual power per unit volume gave a simple corre-
lation that was valid for scaleup.
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The lower lines in Figure 7.16 are for oxygen transfer in pure water,
where bubble coalescence makes the interfacial area and the values of kLa
much less than for sulfite solution. The lines are based on the correlation of
van’t Riet [31], which gives coefficients in reasonable agreement with a
number of other studies. For oxygen in water,

kLa ¼ 0:04
Pg

V

� �0:4

u0:5G ð7:75Þ

The effect of dissolved salts was clarified by Robinson and Wilke [32], who
showed that adding any electrolyte to water inhibited bubble coalescence
and that the agitation exponent in the equation for kLa gradually increased
from 0.4–0.9 as the ionic strength changed from 0 to 0.40. Since surfactants
can also affect the bubble size, it is difficult to predict a or kLa for multi-
component solutions.

Example 7.6

An aerobic fermentation is to be carried out in a 200-m3 reactor (4-m
dia. � 16m) with a normal liquid depth of 12m and atmospheric
pressure at the top. A flat-blade turbine will be used to disperse the
air, and two axial-flow impellers will be installed on the same shaft to
promote end-to-end mixing. Air will be supplied below the turbine at a
superficial velocity of 3 cm/sec (based on 308C and 1 atm). The Henry’s
law constant for oxygen is 5:2� 104 atm/m.f. (10% greater than for
pure water), and the peak oxygen demand is estimated to be 45
mmol/L-hr. Tests in a small unit show that kLa for this solution is
70% of the value for oxygen absorption in sodium sulfite solution.
The solution viscosity is about 1.5 cp.

a. At the peak demand, what fraction of the oxygen supplied is
used?

b. How much power is required for the agitators before and after
the air is turned on?

c. Assuming that the oxygen mass transfer coefficient is determined
by the average velocity and power dissipation, estimate kLa and
the average dissolved oxygen concentration.

d. If the mass transfer coefficient in the upper region of the
reactor is 40% less than the average because of the reduced
rate of energy dissipation, will the dissolved oxygen concen-
tration still be greater than the critical value of 1 mg/L?
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Solution.

a:
S ¼ �

4
4ð Þ2¼ 12:6-m2 cross section

V ¼ 12:6� 12 ¼ 151-m3 solution volume

At the top of the reactor, if there’s no change in molar flow
(�CO2 ¼ ��O2):

uG ¼ 3 cm=sec

Fair ¼
12:6 0:03ð Þ 3600ð Þ103

0:08206ð Þ 303ð Þ ¼ 5:47� 104 mol=hr

FO2
¼ 0:21Fair ¼ 1:15� 104 mol=hr

At peak demand,

O2 used ¼ ð45� 10�3Þð151� 103Þ
¼ 6:8� 103 mol=hr

O2 left ¼ 1:15� 104 � 6:8� 103

¼ 4:7� 103 mol=hr

%O2 in exit gas ¼ 4:7� 103

5:47� 104
� 100 ¼ 8:59%

Fraction oxygen used ¼ 21� 8:59

21
¼ 0:591

b. Assume:

Da

Dt

¼ 1=3;

Da ¼ 1:333 m

N ¼ 120 rpm ¼ 2 sec�1

� ¼ 1000 kg=m3

Re ¼ 2 1:333ð Þ21000
1:5� 10�3

¼ 2:37� 105

For a standard turbine, Np ¼ 6:0 [28]:

Po ¼
6:0 1000ð Þ 2ð Þ3 1:333ð Þ5

1000 W=kW
¼ 202 kW

If the turbine is 2 m from the bottom, or 10 m below the surface,
the pressure is about 2 atm:
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uG ¼ 3

2
¼ 1:5 cm=sec ¼ 0:015 m=sec

NAe ¼
Q

ND3
a

¼ 0:015 12:6ð Þ
2 1:333ð Þ3 ¼ 0:0399

From Figure 7.15, Pg=Po ffi 0:55:

Pg ¼ 0:55ð202Þ ¼ 111 kW

For a pitched-blade turbine, Np = 1.7 [28, p 253]:

Po ¼
1:7

6:0
� 202 ¼ 57 kW

Solution reaching the upper stirrers is already aerated, so assume

Pg=Po ffi 0:8 :

Pg ¼ 0:8ð57Þ ¼ 46 kW

Total power ¼ 111þ 2ð46Þ ¼ 203 kW aerated ð272 HPÞ
¼ 202þ 2ð57Þ ¼ 316 kW no air ð423 HPÞ

c:
ave

P

V

� �
¼ 203

151
¼ 1:34 kW=m3

ave uG ¼ 3þ 1:5

2
¼ 2:25 cm=sec

Using Figure 7.16,

kLa ¼ 0:7ð0:32Þ ¼ 0:22 sec�1

If gas is back-mixed,

yO2
¼ 0:086

Average depth ¼ 6 m

Average pressure ¼ 1þ 6

10:3
¼ 1:58 atm

C�
O2

¼ 1:58 0:086ð Þ
5:2� 104

� 55:5 ¼ 1:45� 10�4 mol=L

Since

r ¼ 45 mol

L-hr
¼ 45� 10�3

3600
¼ 1:25� 10�5 mol

L-sec
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and

r ¼ kLa C� � Cð Þ

C� � Cð Þ ¼ 1:25� 10�5

0:22
¼ 5:68� 10�5 mol=L

C ¼ 14:5� 10�5 � 5:68� 10�5 ¼ 8:82� 10�5 mol=L

C ¼ 8:82� 10�5 � 32 ¼ 2:82 10�3g=L ¼ 2:8 mg=L

d. If kLa ¼ 0:22ð1� 0:4Þ ¼ 0:13 in the top part of the reactor and
oxygen demand is unchanged, then

C� � C ¼ 5:68� 10�5

0:6
¼ 9:47� 10�5 mol=L

Using the same average C�,

C ¼ 1:45� 10�4 � 9:47� 10�5 ¼ 5:03� 10�5 mol=L

C � 32� 1000 ¼ 1:6 mg=L

This is close to the critical value of 1 mg/L. If C� is based on
1 atm, the pressure at the top of the tank,

C� ¼ 1:45� 10�4

1:58
¼ 9:2� 10�5 mol=L

Then at the peak demand, (C � C�) >C�, or C would drop to
zero.

A higher air rate could be used or the reactor operated
under a slight pressure to make sure all regions have more
than 1 mg O2/L.

The limited data for mass transfer of gases to pure organic liquids
show trends similar to those for oxygen in water. Sridhar and Potter [33]
followed the transient absorption of oxygen in cyclohexane in a 2-L stirred
vessel and reported that kLa varied with ðPg=V)0.4 uG0.75 D0.5: As shown in
Figure 7.16, the mass transfer coefficients are about 1.5 times the values for
oxygen in water. Other studies [34] have shown that the interfacial area for
gas dispersed in pure liquids depends on Pg=V

� �0:4

�0:6�0:2L . Comparing

cyclohexane with water, the lower surface tension and liquid density and
the higher diffusivity should give about a 2.4-fold higher kLa. The difference
between the predicted factor of 2.4 and the 1.5 shown in Figure 7.16 could
be due to changes in kL with bubble size or may just illustrate the uncer-
tainty in comparing coefficients obtained by different methods in different
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equipment. For predicting coefficients for other liquids, either the water or
the cyclohexane data for a given power input can be used with corrections
for changes in physical properties:

kLa ¼ kLaref

ref



� �0:6 �

�ref

� �0:2
D

Dref

� �0:5

ð7:76Þ

From a fundamental standpoint, it might seem better to develop sepa-
rate correlations for a and kL, and several authors have taken this approach.
However, kL is usually estimated from kLa and values of a calculated from
photographs; there is more scatter in the published kL values than in the kLa
data. Furthermore, theory and some supporting data indicate that kL is
several-fold greater for large deformable bubbles than for small bubbles,
which act as rigid spheres [34], and the effect of using a simple average kL is
not clear. The main purpose of the correlation presented here is to help in
the interpretation and scaleup of lab or plant data rather than for use as the
main basis for final reactor designs, and the use of simpler correlations
based on kLa should be satisfactory.

When mass transfer has a significant effect on the overall reaction rate,
it is important to make laboratory or pilot-plant tests at agitations condition
close to those anticipated for a large reactor. Often, tests in small stirred
reactors are made at very high power consumption, which cannot be
matched on large equipment, and the reaction rate and effects of system
properties may differ appreciably from what will be found in a large reactor.
For example, in a study of the hydrogenation of ethyl anthroquinone [35] in
a 2-L vessel, the stirrer speed was 3000 rpm, corresponding to a power input
of about 100 kW/m3, and the value of kLa at 558C was 1.65 sec�1. While
intense agitation may make it easier to study the fundamental kinetics
because of small or negligible mass transfer resistance, mass transfer
would be much more important and the overall rate lower for practical
power consumption in a large reactor. When the probable reaction condi-
tions for a large reactor have been determined, a scaledown approach
should be used and some tests made in a lab or pilot-plant reactor at con-
ditions that will give comparable mass transfer rates.

Example 7.7

The partial oxidation of cyclohexane to cyclohexanol and cyclohexanone was
carried out continuously in a pilot plant with three 35-liter reactors operating
in series at 1558C and 8.2 atm [36]. The total conversion was only 10–20%,
and the selectivity was 70–80%, depending on the conversion and agitation
conditions. Low conversions were necessary because the products are readily
oxidized to a variety of byproducts. For a typical run, the feed rates were 100
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L/hr cyclohexane, 9.9 nm3/hr air, the conversion and selectivity were 9.5%
and 73%, and the oxygen in the vent gas was about 0.2%.

a. Assuming that oxygen mass transfer is controlling, calculate the
apparent value of kLa, and compare it with predicted values of
kLa for stirred reactors. What does this comparison show about
the regime in which the reactor operates?

b. Would the selectivity be expected to depend on variables such as
agitator speed, gas flow rate, and degree of gas mixing?

Solution.

a. Get moles O2 consumed and check with moles C6H12 reacted:

FO2
¼ 9:9� 106

3600
cm3=sec� 0:21

22,400 cm3=mol

¼ 2:58� 10�2 mol=sec

Since yO2
¼ 0:002 in vent gas (assume solvent-free basis), 99% of

the oxygen is consumed:

�NO2
¼ 0:99ð2:58� 10�2Þ ¼ 2:55� 10�2 mol=sec

For C6H12,

�
208C ¼ 0:779g=cm3

FC6
¼ 100,000

3600

� �
0:779

84:16

� �
¼ 0:257 mol=sec

products ¼ FC6
� 0:095� 0:73 ¼ 1:78� 10�2 mol=sec

Main reactions:

C6H12 þ 0:502 �!1 C6H11OH

C6H12 þO2 �!2 C6H10OþH2O

With the main products formed in a 3/2 ratio, the oxygen used
for these products is 1:78� 10�2 ½0:6ð0:5Þ þ 0:4ð1Þ	 ¼ 1:25� 10�2

mol=sec, or 0.7 mol O2/mole product
The remaining O2 used,

ð2:55� 1:25)10�2 ¼ 1:3� 10�2 mol/sec

corresponds to

1:3� 10�2

0:257 0:095ð Þ 1� 0:73ð Þ ¼
1:97mol moL O2=mol C6 to
byproducts
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Use the total O2 consumption to evaluate kLa. O2 solubility from
Wild et al. [37]:

logXO2 ¼ 0:366 logT � 3:8385

At T ¼ 155þ 273 ¼ 428 K,

X ¼ 1:33� 10�3 m:f :=atm

Assume vapor pressure of solution is that of C6H12 at 1558C,
P 0 ¼ 5:8 atm:

PO2
þPN2

¼ 8:2�5:8¼ 2:4 atm ðneglect any CO,CO2; etc:Þ

If gas is back-mixed,

PO2
¼ 0:002ð2:4Þ ¼ 0:0048 atm

x ¼ 0:0048ð1:33� 10�3Þ ¼ 6:38� 10�6 m:f : O2

For C6H12,

�M ffi 650

84:16
¼ 7:72 mol=L at 1558C

C�
O2

¼ 6:38� 10�6ð7:72Þ ¼ 4:93� 10�5 mol=L

Assume each reactor has 30 L solution:

apparent kLa ¼ 2:55� 10�2

3� 30
� 1

4:93� 10�5
¼ 5:7 sec�1

To predict kLa from Figure 7.16, P=V and uG should be known
and D estimated for O2 at 1558C. Allowing for solvent vapor, the
total vapor flow is 8.2/2.4 times the air flow:

Ftotalffi
9:9� 10�6

3600

 !
428

273

� �
1

8:2

� �
8:2

2:4

� �
¼ 1:8� 103 cm3 sec

If the reactors are about 30-cm dia � 50 cm tall,

uG ¼ 1:8� 10�3

3� 302=4
¼ 0:85 cm=sec

The power consumption was not measured, but it may have been
as high as 5 kW/m3 (25HP/1000 gal). From Figure 7.16, for
O2–C6H12 at 208C, 2 cm/sec, 5 kW/m3:

kLa ffi 0:16 sec�1

At 1558C,
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� ffi 0:2 cp; �20 ¼ 0:98 cp

Correct for diffusivity using T=� ratio:

D155

D20

¼ 428

293

� �
0:98

0:2

� �
¼ 7:16

Correct for lower gas velocity using uG
0:5:

Predicted kLa ¼ 0:16ð7:16Þ0:5 :85

2

� �0:5

¼ 0:28 sec�1

The apparent value of kLa ¼ 5:7 sec�1 is about 20 times the pre-
dicted mass transfer coefficient, so the absorption of oxygen is
greatly enhanced by chemical reactions in the liquid film. The
products are formed by a chain reaction with complex kinetics.
But if the kinetics can be approximated by a first-order expres-
sion, the reaction would fall in the pseudo-first-order regime,
where the rate varies with the square root of the oxygen diffu-
sivity and the rate constant. Errors in the estimated physical
properties or the power consumption will not affect this conclu-
sion. The greatest uncertainty may be in the gas mixing. If the
log-mean oxygen pressure was used, the apparent kLa would be
much smaller, but still greater than the predicted value:

PO2lm
¼ 0:107 atm

By ratio,

k 0
La ¼ 0:0048

0:107
� 57 ¼ 2:6 sec�1

b. The change in selectivity with agitation condition at the same
conversion suggests concentration gradients for cyclohexane and
products in the liquid film or different reaction orders for the
main and side reactions.
If the gas is perfectly mixed and Eq. (7.51) is used, then

�a ¼ 1þ CBo

nCAi

DB

DA

� �0:5

CBo ¼ ð1� 0:095Þð7:72Þ ¼ 6:99 mol=L

CAi ¼ 4:93� 10�5

Assume DB = 0.5 DA n =1/0.7 = 1.4:

�a ¼ 7:2� 104
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No significant gradient for C6H12 or products would be
expected, since �a=� ffi 3500. However, for newly formed gas
bubbles that have not yet mixed with other bubbles, the much
higher oxygen concentration could lead to very fast local oxygen
absorption and gradients of cyclohexane and cyclohexanol near
the gas–liquid interface. A stirrer that promotes rapid gas mixing
should give better selectivity.

PACKED-BED REACTORS

Packed-bed absorbers are often used to remove small amounts of pollutant
from an air stream by absorption plus reaction in a liquid. They can also be
used to recover and recycle a valuable reactant. With packed beds, the gas
pressure drop is much lower than in a bubble column or a stirred tank.
Another advantage is that the gas in a tall packed column is essentially in
plug flow, which makes it easier to get a high percent removal. With coun-
terflow of gas and liquid, the operating range is limited by flooding. But
when absorption is accompanied by an irreversible reaction, counterflow has
no advantage, and the system can be operated with downflow of both phases
at very high rates.

The equation for consecutive mass transfer and reaction is the same as
for a tank [Eq. (7.10)], except that the liquid holdup h is used instead of the
fraction liquid, 1� �ð Þ:

PA

r
¼ 1

kga
þ H

kLa
þ H

k2CBh
¼ 1

KO

or
1

Kga
ð7:77Þ

The mass transfer coefficients kga and kLa can be predicted from
empirical equations or by using data for simple gases, such as NH3, O2,
and CO2, and correcting for differences in diffusivity and packing charac-
teristics. Correlation for kLa and kga and examples of applications are given
in mass transfer texts [28].

NOMENCLATURE

Symbols

a interfacial area per unit reactor volume
a 0 interfacial area per unit liquid volume
Bo Bond number, gD2

t �L=

C molar concentration
C� equilibrium concentration
cp heat capacity
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D diffusivity, diameter
Da agitator diameter
Dt tank diameter
EL axial-mixing coefficient
F feed rate, flow rate
Fr Froude number, uG= gDtð Þ1=2
G gas flow rate
Ga Galileo number, gD3

t �
2
L=�

2
L

g gravitational constant
H Henry’s law constant
h height of aerated liquid
ho height of clear liquid
hw wall heat transfer coefficient
Kga overall rate constant, gas-phase driving force
KLa overall rate constant, liquid-phase driving force
k reaction rate constant, thermal conductivity
k2 second-order rate constant
kg gas mass transfer coefficient per unit area
kga gas-phase volumetric mass transfer coefficient
kL liquid mass transfer coefficient per unit area
k�L normal value of kL
kLa liquid-phase volumetric mass transfer coefficient
L length, liquid flow rate
M molecular weight, molar concentrationffiffiffiffiffi
M

p
square-root modulus, Eq. (7.27)

N stirrer speed
NA flux of A or rate per unit area
NAe aeration number ¼ Q=ND3

a

NP power number ¼ P=�N3D5
a

n ratio of reactants
P partial pressure, power consumption
PeL Peclet number ¼ LuL=EL

Pg power consumption with gas and liquid present
Po power consumption with liquid only
P 0 vapor pressure
Q volumetric gas flow rate
Re Reynolds number for stirrer, ND2

a�=�
r reaction rate per unit reactor volume
r 0 reaction rate per unit volume of liquid
S selectivity, cross-sectional area
t time
uG superficial gas velocity
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V volume
b bubble velocity
x distance from interface
xL film thickness
y mole fraction in gas

Greek Letters

a distance to reaction plane, proportionality factor
� void fraction, gas holdup
� viscosity
� density
�G density of gas
�L density of liquid

 surface tension
� time constant
� enhancement factor
�a asymptotic value
� pi

PROBLEMS

7.1 A liquid-phase oxidation is carried out in aqueous solution in an
agitated, sparged reactor. Batch tests show that the absorption rate
decreases as the conversion increases, judging from the change in exit gas
composition. The dissolved reactant and the product are nonvolatile, and
the vapor pressure of the solution is about 80% that of water. The solution
density is 60 lb/ft3.

Test conditions:

T ¼ 708C

P ¼ 1 atm above the liquid

h ¼ 8-ft liquid depth ðbefore aerationÞ
uG ¼ 0:08 ft=sec ðfeed gas at 1 atm; 708CÞ
yin ¼ 0:21 ðfraction oxygen; dry basisÞ
P

V
¼ 4 HP=1000 gal unaerated liquid

at start: x ¼ 0; yout ¼ 0:017

at: x ¼ 0:5; yout ¼ 0:023

at: x ¼ 0:9; yout ¼ 0:046
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a. Calculate the oxygen absorption rate in lb-mol/hr-ft2 (of reactor
cross section), allowing for the change in molar flow rate of the
gas.

b. Calculate Kga for the three conversion levels, assuming perfect
mixing of the gas phase and instantaneous saturation of gas
bubbles with water vapor. Compare the coefficients with those
reported for oxidation of sulfite solution.

c. Show how Kga varies with the concentration of the liquid reac-
tant. What does this suggest as the rate-limiting step?

d. What would be the advantages and disadvantages of carrying
out the oxidation continuously in a packed-bed reactor rather
than in a stirred-tank reactor?

7.2 The chlorination of p-cresol was carried out at atmospheric pres-
sure in a small stirred reactor operated with continuous addition of chlorine
gas. For an initial concentration of 4.5 M, the maximum yield of mono-
chlorocresol was 3.5 M. From separate tests in a homogeneous reactor, the
rate constants for the chlorination of cresol and monochlorocresol were
determined to be 20 L/mole-sec. and 1.2 L/mole-sec.

a. What is the maximum yield of monochlorocresol and the selec-
tivity in the absence of diffusion effects?

b. Could the selectivity be increased by changing the initial cresol
concentration or by changing the chlorine concentration in the
gas phase?

7.3 A partial oxidation is carried out by bubbling oxygen through a
solution of reactant B in a stirred reactor. Batch tests show the oxygen
absorption rate decreases as the conversion of B increases (Table 7.4).
The initial reaction rate divided by the oxygen solubility is less than the
value predicted from correlations for kLa; though the predicted rate is
uncertain by �30%.
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TABLE 7.4 Data for Problem 7.3

Conversion % CB , mole/L r , mole/L-hr

0 2 3.08
50 1 2.21
70 0.6 1.63
85 0.3 0.97
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a. Correlate these results and predict the initial reaction rate for CB

¼ 4 M.
b. For CB ¼ 2 M, how close is the bulk liquid to saturation with

oxygen?

7.4 The partial oxidation of a hydrocarbon (M ¼ 90) is carried out
in the liquid phase with a soluble catalyst. Air is passed through a bubble
column (1.6-m diameter � 8 m) at uG ¼ 100 m/hr. Shortly after the start of a
semibatch run, the exit gas had 2% O2, 92% N2, and 6% solvent vapor. The
oxygen solubility is 1:5� 10�3 mol/L, atm, about twice that for sulfite solu-
tion, but the density and viscosity are comparable to that of aqueous sulfite
solution.

a. Calculate mass transfer coefficients Kga and KLa.
b. In which of the several regimes for mass transfer plus reaction

does this system fall?

7.5 A gas A (M ¼ 30) is removed from an air stream by absorption
and reaction with a solute B (M ¼ 60) dissolved in aqueous solution. Tests
at 1 atm and 258C in a column packed with 0.5-inch Raschig rings gave
these results:

G ¼ 300 lb=hr-ft2

L ¼ 1500 lb=hr-ft2

Kga ¼ 0:25 moles=hr-ft3-atm

The calculation for Kga was based on the log-mean partial pressure
of A in the gas, since the equilibrium pressure was zero. Correlations from
the literature give the following values of the gas-film and liquid-film coeffi-
cients [28]:

for NH3-air: kga ¼ 9:4 moles=hr-ft3-atm

for O2�water: kLa ¼ 33 hr�1

The Henry’s law coefficient for the gas is 1.5 atm/mole fraction.

a. Make a quantitative analysis of these results to see if the rate-
limiting step can be determined.

b. If another type of reactor is to be tested, what type would you
recommend, and why?

7.6 The absorption of H2S in basic solutions is sometimes said to be
‘‘gas-film controlled,’’ even though H2S has a very low solubility in water
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(H ¼ 4:78� 102 atm/mole fraction at 20oC). Under what condition is the
foregoing statement likely to be correct? Use calculations and diagrams to
support your reasoning.

7.7 The following reaction is to be carried out in a bubble-column
reactor at about 1–2 atmospheres:

Ag þ B�!Cat CþDg

Gases A and D have about the same solubility; for A, H ¼ 200 atm/mol/L
at reaction conditions.

r ¼ k2CACB; k2 ¼ kðcatÞ ¼ 160L=mol=sec for ðcatÞ ¼ 0:01

DA ¼ 4� 10�5cm2=sec

DB ¼ 2� 10�5 cm2=sec

Preliminary tests of physical absorption of A gave

k�La ¼ 0:1 sec�1

Photographs showed an average bubble size of 1 mm, and the liquid level
rose 25% when the gas was turned on. The bubble column will be designed
for counterflow operation with CBo ¼ 4 M and 80% conversion of B. Pure
A is fed, and 95% conversion of A is expected.

a. If P ¼ 2 atm at the bottom of the column and 1 atm at the top,
predict the rate of absorption of A at the top and at the bottom.
The solution vapor pressure is negligible.

b. How much change in rate would be produced by doubling the
catalyst concentration?
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8
Multiphase Reactors

The solid-catalyzed reaction of a gas with a liquid can be carried out in a
slurry reactor, where fine catalyst particles are suspended in the liquid, or in
a fixed bed of catalyst pellets, where gas and liquid flow continuously
through the bed. For both types, there are several mass transfer steps to
consider in modeling the reactor, since the gas dissolves and diffuses into the
liquid and then both reactants diffuse to the catalyst and into the pores. The
models are therefore more complex than those given in Chapter 7 for gas
absorption plus reaction in a liquid.

A major difference between the two types of multiphase reactors is
that the amount of catalyst in the slurry reactor is only 0.01–1% of the total
volume, whereas it is 50–60% of the volume of the packed bed. In this
chapter the slurry reactor is considered first, because it is the more common
type and because having the catalyst concentration as a variable makes it
easier to evaluate the kinetic models.

SLURRY REACTORS

Slurry reactors are widely used for metal-catalyzed hydrogenations of
alkenes and alkynes, including the important process of converting vegeta-
ble oils to margarine and other fats. Hydrogenations of ketones, aldehydes,
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and nitro compounds are also performed in slurry reactors, usually with
small amounts of metal catalysts. Catalytic reactions involving carbon mon-
oxide, oxygen, or other slightly soluble gases can be carried out in slurry
reactors, though there are not as many examples as for hydrogenation. The
model presented here is written for the hydrogenation of olefins rather than
for the general reaction Aþ B �! C. This makes it easier to keep track of
the concentration gradients, and the model is readily adapted for other types
of reactions.

The reaction of hydrogen with olefin B is exothermic and essentially
irreversible at typical reaction conditions:

H2 þ B �! C ð8:1Þ
A semibatch reaction is considered with continuous addition of H2 to a
charge of B or B plus solvent in a stirred tank. The reactor is well mixed
and operates at constant temperature and pressure, with small quantities of
catalyst completely suspended. The sequence of steps at any stage of the
conversion is:

1. H2 dissolves and diffuses into the bulk liquid.
2. H2 diffuses to the catalyst particles.
3. Reactant B diffuses to the catalyst particles.
4. H2 and B diffuse into the catalyst pores, adsorb, and react.
5. Product C desorbs and diffuses out of the catalyst and into the

bulk liquid.

If the hydrogen is diluted with solvent vapor or product gases, mass
transfer of hydrogen from the gas phase to the gas–liquid interface is an
additional step in the overall process. However, the high diffusivity of
hydrogen and its low solubility usually make the gas-film resistance negli-
gible, as is assumed here. For reaction with diluted gases of moderate solu-
bility, the resistance in the gas film can be significant, as in the absorption of
SO2 from flue gas in lime or limestone slurries. In such cases, a gas-phase
diffusion step is added to the foregoing sequence.

First-Order Model

The model for slurry hydrogenation is based on the three steps involving
hydrogen mass transfer and reaction. The surface reaction is assumed first
order to hydrogen, so the rate constant can be combined with the mass
transfer coefficients in a simple equation. Step 3 is omitted, since the bulk
concentration of B is normally much greater than the hydrogen concentra-
tion in the liquid. Step 5 is not included in the model but will be considered
later, in the discussion of selectivity with consecutive reactions. Because of
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the low solubility of hydrogen in most liquids, the accumulation of hydro-
gen in the solution is much less than the hydrogen consumed in the reaction.
Therefore, the accumulation of hydrogen is neglected, and all steps in the
series are assumed to take place at the same rate.

The gas absorption rate per unit volume of reactor is

r1 ¼ kbab Ci � Cbð Þ ð8:2Þ
where

kbab ¼ volumetric coefficient for gas bubbles; sec�1

ðequivalent to kLa of Chapter 7Þ
Ci;Cb ¼ concentration of H2 at the gas-liquid interface

or in the bulk liquid

The rate of hydrogen diffusion to the catalyst is proportional to the
external mass transfer coefficient, kc, the external area per gram, ac, and the
catalyst concentration, m, in g=cm3:

r2 ¼ kcacm Cb � Csð Þ ð8:3Þ
The units of kcacm are sec�1, the same as for kbab. The external area is based
on the surface/volume ratio for a sphere, modified with a shape factor 	. For
crushed solids, 	 is typically 1.2–1.4:

ac ¼
6	

dp�cat
ð8:4Þ

The rate of diffusion plus reaction in the porous catalyst is propor-
tional to m, the effectiveness factor �, and the surface concentration Cs:

r4 ¼ �kmCs ð8:5Þ
Since these three first-order steps are in series, Eqs. (8.2), (8.3), and

(8.5) can be combined to give an overall rate equation:

r ¼ KCi

Ci

r
¼ 1

K
¼ 1

kbab
þ 1

m

1

kcac
þ 1

�k

� � ð8:6Þ

Separating the Resistances

Equation (8.6) shows that the overall resistance 1=K consists of a gas
absorption resistance, 1=kbab, and a catalyst resistance,

1

m

1

kcac
þ 1

�k

� �
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These two terms can be determined by making a series of runs with different
catalyst concentrations and plotting Ci=r versus 1=m. The plot should be
linear, with a positive slope, and 1=kbab can be obtained by extrapolating to
1=m ¼ 0. The value of Ci is calculated from the hydrogen pressure and the
solubility, but to test the model, 1=r can be plotted instead of Ci=r if all the
runs are at the same hydrogen pressure.

This method of plotting the rate data was suggested by Davis et al. in
1932 [1], and it has been widely used in analyzing hydrogenation data.
Typical reciprocal plots and the corresponding concentration gradients
are sketched in Figure 8.1. The intercept is the gas absorption resistance
divided by Ci. For the second point of Figure 8.1a, the gas absorption
resistance is 75% of the total resistance, which means that Cb is 25% of
the saturation value. Under these conditions, the reaction rate increases only
slightly with increased catalyst concentration but is strongly affected by
agitator speed and superficial gas velocity, which affect kbab.

When the reciprocal plot has an intercept close to the origin, as in
Figure 8.1b, the catalyst resistance is controlling, and the rate increases
almost in proportion to the catalyst charge. The solution is nearly saturated
with hydrogen, so changes in the gas absorption coefficient have little effect
on the reaction rate.
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FIGURE 8.1 Reciprocal plots and concentration profiles for catalytic hydrogena-
tion: (a) Gas absorption resistance large but not controlling; (b) catalyst resistance
controlling.
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If the reaction rate is directly proportional to the catalyst concentra-
tion, there is no need to make a reciprocal plot, since the catalyst resistance
is obviously controlling, and the solution is saturated with hydrogen. In
some laboratory studies, the stirrer speed was increased until there was no
further effect on reaction rate, and under these conditions the catalyst resis-
tance was probably controlling. Such tests are useful in studying the reaction
kinetics, but the results may not apply on scaleup, since the energy dissi-
pated per unit volume could be an order of magnitude greater than can be
obtained in a large reactor, and the gas-absorption resistance may become
significant or even controlling.

In some cases, the hydrogenation rate increases with catalyst concen-
tration, but the reciprocal plot is not linear, making the separation of the
resistances difficult. One possible explanation is catalyst poisoning. When a
small amount of catalyst is used, impurities in the solution can poison a
significant fraction of the catalyst, but the poison will have only a small
effect at moderate catalyst concentrations. The reciprocal plot would then
have the shape shown in Figure 8.2a, and the extrapolation to 1=m ¼ 0
could be made by ignoring the points at high 1=m. On the other hand,
very high catalyst concentrations may lead to agglomeration or incomplete
suspension of the catalyst and a nonlinear plot, as shown in Figure 8.2b.

Deviations from the model could also be caused by complex kinetics.
Some hydrogenations appear half order or zero order to hydrogen at high
pressures, and Eq. (8.6) is then not strictly correct. However, if the resist-
ances for gas absorption and mass transfer to the catalyst are relatively
large, the reciprocal plot will be almost linear, and it can be extrapolated
to get the gas absorption resistance. The kinetics for B could be zero
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FIGURE 8.2 Reciprocal plots for catalytic hydrogenation: (a) Catalyst poisoning at
low m; (b) agglomeration or incomplete catalyst suspension at high m.
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order, first order, or of the Langmuir–Hinshelwood type, but this will not
affect the analysis if the hydrogenation rates are measured at the same
concentration of B. If the observed rate decreases with increasing conver-
sion, plots based on the initial rate and the rate at high conversion might
show a change in gas-absorption resistance due to changes in physical
properties of the solution.

A key assumption for the model is that of consecutive mass transfer
and reaction, which means negligible reaction in the liquid around the gas
bubbles. When the bulk concentration of hydrogen is very low, significant
reaction may take place in catalyst particles inside the liquid film, where the
average hydrogen concentration is much greater than the bulk value. This
involves simultaneous mass transfer and reaction, and a model similar to
that in Chapter 7 could be developed [see Eq. (7.37)]. The reaction rate
might then vary with the square root of the catalyst concentration.
Reaction in the liquid film is usually unimportant for slurry hydrogenations,
but it could be a factor in fermentations due to cells in the liquid films
around air bubbles.

An alternate method proposed for separating the absorption and
catalyst resistances is to vary the gas flow rate and to plot 1=r versus
1=uoð Þn, assuming kbab varies with un0 [2]. However, reported values for
the exponent n cover a wide range, and there is no consensus on the best
value. The correct value for n for a series of runs cannot be determined
by trial, since different assumed values give apparently good linear plots.
Whatever method of analysis is used to separate the resistances, the
values of the gas-absorption resistance and the catalyst resistance should
be checked for reasonableness using common sense and published cor-
relations.

Gas-Absorption Coefficient

The gas solubility is needed to calculate kbab from the rate data, since the
intercept on the 1=r plot is 1=kbabCi. The solubility of hydrogen in organic
liquids is quite low, but it increases with temperature, unlike the trend for
most gases. A correlation for hydrogen in nonpolar solvents is given by
Schaffer and Prausnitz [3], and data for several polar solvents are given
by Brunner [4]. Some of these results are plotted in Figure 8.3 [5–7] along
with data for vegetable oils. For many of the solvents, the hydrogen solu-
bility increases slightly more rapidly than the increase in absolute tempera-
ture, so if the data are available at only one temperature, the solubility could
be assumed proportional to T . For most systems, the solubility is directly
proportional to hydrogen pressure up to at least 10 atmospheres and then
increases somewhat less rapidly for higher pressures [5].

320 Chapter 8

Copyright © 2003 by Taylor & Francis Group LLC



There are two approaches to estimating kbab for a particular system.
One is to use a general correlation for gas absorption in stirred reactors, and
the other is to start with published data for a hydrogenation reaction and
correct for differences in physical properties and agitation conditions. There
are many correlations for kLa, most of them based on the absorption of O2

or CO2 in water or in aqueous solutions, and, as was discussed in Chapter 7,
there are wide differences in the kLa values and in the exponents assigned to
the dimensionless groups. The following correlation of Van’t Riet [8] for gas
absorption in low-viscosity liquids was recommended in Eq. (7.75), and it
should be applicable to slurry reactors if the catalyst concentration is very
low and does not affect the bubble size. For O2/H2O,

kLa ¼ kbab ¼ 0:04
P

V

� �0:4

u0:50 in sec�1 ð8:7Þ

where

P

V
¼ kW=m3

u0 ¼ cm=sec
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FIGURE 8.3 Hydrogen solubility in organic liquids.
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For hydrogen absorption, Eq. (8.7) must be adjusted for the effect of
diffusivity. Limited data show that the diffusion coefficient of hydrogen in
low-viscosity organic liquids is 3–10 times the diffusivity of oxygen in water,
or 2- to 5-fold greater than predicted by the widely used Wilke–Chang
equation [9] [see Eq. (4.17)]. The effects of viscosity and solvent molecular
weight on DH2

are uncertain, but pending further data, the Wilke–Chang
equation is recommended with a correction factor of 3 for H2. With a
measured or a predicted diffusivity, Eq. (8.7) can be corrected for hydrogen
absorption using the penetration theory: For H2,

kbab ¼ 0:04
P

V

� �0:4

u0ð Þ0:5 DH2�oil

DO2�H2O

� �0:5

ð8:8Þ

At 258C,

DO2�H2O
¼ 2:4� 10�5 cm2=sec

The predicted absorption coefficients for hydrogen at u0 ¼ 1 cm=sec, assum-
ing DH2

¼ 4�DO2
are plotted as a dashed line in Figure 8.4.

The data points in Figure 8.4 are hydrogen absorption coefficients
obtained by three different methods. In the study by Cordova and
Harriott [10], methyl linoleate was hydrogenated in a 5-liter reactor,
and the gas absorption resistance was determined by extrapolation to
1=m ¼ 0 on a reciprocal rate plot. The hydrogenation of rapeseed oil
was carried out in 30-, 500-, and 24,000-liter reactors by Bern et al. [7]
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FIGURE 8.4 Gas absorption coefficients for hydrogen in stirred reactors.
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using so much catalyst that the gas absorption resistance was control-
ling. The hydrogenation of ethyl anthroquinone in xylene–octanol
solvent was studied by Bergelin and Schöön [11], who made separate
desorption tests to measure kbab for their 2-liter reactor. For each
reactor, the power per unit volume of liquid was estimated from cor-
relations for turbine agitators with a correction factor for aeration. The
correction factor was 0.5 for a single impeller or the sparged impellers
on a common shaft. If only the lowest impeller was sparged, a factor of
0.7 was used for the others. The values of P=V in Figure 8.4 are
approximate, but they cover such a wide range that accurate values
are not needed to show the trend.

Judging from Figure 8.4, the effect of P=V on kbab appears similar to
that predicted by Eq. (8.7), though perhaps the exponent on P=V should be
higher than 0.4. The true effect of P=V cannot be determined without
accounting for differences in diffusivity and gas velocity. The data in
Figure 8.4 were not converted to a standard velocity because the inlet and
exit velocities were quite different for some tests. When a large fraction of
the incoming gas is consumed, as is often the case in hydrogenations, it is
not clear whether the exit velocity or some type of average velocity should
be used in correlating the data.

One of the main conclusions from Figure 8.4 is that laboratory and
pilot-plant reactors generally have gas-absorption coefficients that are much
greater than what can be achieved in a large industrial reactor. A power
input of 2 kW/m3, or 10 HP/1000 gal, is very vigorous agitation for a large
reactor, but lab reactors can be operated at 50–500 HP/1000 gal. Most
laboratory studies have been made with stirrer speeds of 1000–3000 rpm,
giving more than 100 HP/1000 gal. The reaction rate is then often indepen-
dent of stirrer speed and gas velocity, and the solution is saturated with
hydrogen. This permits a study of reaction kinetics, if the catalyst mass
transfer resistance can be accounted for. However, unless some tests are
made under conditions closer to those predicted for a large reactor, the
selectivity as well as the overall reaction rate may change on scaleup,
since, in the large reactor, the solution will probably have a much lower
concentration of hydrogen.

Example 8.1

Soybean oil was hydrogenated at 2048C and 45 psig using nickel catalyst in
a stirred reactor. With 0.005% Ni, the iodine value (IV) decreased from 130
to 80 in 26 minutes, and with 0.0125% Ni, it took 17 minutes to reach IV
¼ 80 [12]. Estimate the gas absorption coefficient and the fraction of the
overall resistance due to gas absorption.
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Solution. The relationship between iodine value and hydrogen con-
sumption is [7]:

r ¼ d IVð Þ
dt

0:039ð Þ�

Assume an oil density of 0.8 g/cm3:

For run 1; rave ¼
130� 80

26
0:039ð Þ 0:8ð Þ 1

60
¼ 0:0010

mole H2

L-sec

For run 2; rave ¼
130� 80

17
0:039ð Þ 0:8ð Þ 1

60
¼ 0:00153

mole H2

L-sec

From Figure 8.3, the estimated H2 solubility is 4� 10�3 mol=L-atm:

PH2
¼ 45

14:7
þ 1 ¼ 4:06 atm

CH2i
¼ 4� 10�3 � 4:06 ¼ 0:0162 mol=L

Since there are only two data points, a plot is not needed, and the weight
percent of Ni can be used instead of m:

Run 1:
Ci

r
¼ 0:0162

0:001
¼ 16:2 ¼ 1

kbab
þ Rcat

0:005

Run 2:
Ci

r
¼ 0:0162

0:00153
¼ 10:6 ¼ 1

kbab
þ Rcat

0:0125

Solving simultaneously,

1

kbab
¼ 6:86 ¼ gas-absorption resistance

Relative gas-absorption resistance ¼ 6:86

16:2
¼ 42% for run 1

¼ 6:86

10:6
¼ 65% for run 2

kbab ¼
1

6:86
¼ 0:146; or 0:15 sec�1

The reactor size and conditions were not given, but 0.15 sec�1 is a typical
absorption coefficient for a vigorously agitated pilot-plant reactor.

External Mass Transfer

The reciprocal plot separates the catalyst resistance from the overall resis-
tance, but it does not show the relative importance of external mass transfer
and internal diffusion plus reaction. If the average particle size is known, ac
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can be calculated from Eq. (8.4), and kc can be predicted from studies of
mass transfer to suspended particles. The slip velocity theory of Harriott [13]
states that kc, the mass transfer coefficient for a suspended particle, is at
least somewhat greater than k�c , the coefficient for the same particle falling at
its terminal velocity in the liquid. A particle suspended in a stirred reactor is
subject to frequent acceleration and deceleration, and the ratio kc=k

�
c

depends on the frequency and magnitude of the velocity fluctuations,
which in turn depend on the agitator type and the energy dissipation rate.

The minimum coefficient, k�c , is obtained from the correlation for
single spheres [see Eq. (5.37)] using the terminal velocity to calculate the
Reynolds number.

Sh� ¼ 2þ 0:6 Re1=2Sc1=3 ð8:9Þ
where

Re ¼ dpt�

�

Sc ¼ �

�D

Sh� ¼ k�cdp
D

As shown in Figure 8.5, the minimum coefficient is nearly independent
of particle size in the range 100–1000 microns. The terminal velocity is
approximately proportional to d1:0

p in this range, so Re varies with d2
p .

The Sherwood number increases with about d1:0
p , leading to almost no effect

of dp on k�c . Many experimental studies have found little or no effect of
particle size in this range. However, for very small particles, Sh� ffi 2:0 and
k�c varies inversely with dp. Since kc cannot be less than k�c , small particles
should show a similar increase in kc as dp decreases.

Some mass transfer data for spheres in water and viscous solutions are
shown in Figure 8.6. For dp ¼ 10� 100 microns, kc varies with d�0:7

p , and
the ratio kc=k

�
c is about 2.6 [13]. The mass transfer coefficient is independent

of tank size if P=V and Da=Dt are constant. The coefficients for small
particles increase with the 0.1 power of the energy input, and for large
particles the exponent is about 1/6. For the tests shown in Figure 8.6,
P=V ffi 1:0 HP=1000 gal, or 0.2 kW/m3; for very vigorous agitation in a
large tank—say, 10 HP=1000 gal—kc would be 25–45% greater than at
1 HP=1000 gal.

Density difference has no effect on kc for �� < 0:4 g=cm3, in contrast
to the effect on k�c . However, at higher values of ��, kc increases with about
��0:3�0:4, matching the change in k�c . In applying slip velocity theory to get
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k�c , a value of 0.3 g/cm3 should be used for �� if the true value is less than
this. Other correlations for kc have been presented based on the energy
dissipation rate. Levins and Glastonbury [14] propose the following equa-
tion for particles close to neutral buoyancy:

Sh ¼ 2þ 0:47
dp

4=3"1=3

�=�

 !0:62
Da

Dt

� �0:17

Sc0:36 ð8:10Þ

The increase in coefficient with increase in agitator diameter at the
same power input was also observed by Harriott [13], and it is probably
due to the more uniform dissipation of energy with the larger impeller.

Another way to predict kc utilizes the relationship derived by
Batchelor based on turbulence theory [15]. His correlation gives a fairly
good fit to two sets of data [13,14], but it does not include the effects of
density difference or Da=Dt ratio. Whatever method is used to predict kc, the
uncertainty in kc and in ac should be kept in mind. The product kcac may be
known only to �50%, but even a rough estimate may be useful in evaluating
kinetic data.
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FIGURE 8.5 Mass transfer coefficients for particles falling in water. (From Ref. 13.
Reproduced with permission of the American Institute of Chemical Engineers.
Copyright 1962 AIChE. All rights reserved.)

Copyright © 2003 by Taylor & Francis Group LLC



Changing particle size can provide experimental evidence about the
internal and external catalyst resistances. For small particles, kcac varies
with d�1:7

p , whereas �k may vary with d0
p to d�1

p , depending on the value
of the Thiele modulus. Figures 8.7 and 8.8 show data for the hydrogenation
of methyl linoleate using Pd-carbon as a catalyst [10]. The two steps in the
reaction are the conversion of doubly unsaturated linoleate, L, to oleate, O,
and the reaction of oleate to saturated methyl stearate, S:

LþH2 �!
1

O ð8:11Þ
OþH2 �!

2
S ð8:12Þ
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FIGURE 8.6 Effect of particle size on the mass transfer coefficient for particles in a
stirred tank. (From Ref. 13. Reproduced with permission of the American
Instsitutre of Chemical Engineers. Copyright 1962 AIChE. All rights reserved.)
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Tests were made with the catalyst as received and with fractions
having average sizes from 12 to 93 microns. A run with the smallest size
is shown in Figure 8.7. The fact that L decreases at a constant rate does
not prove anything about the intrinsic kinetics, since zero-order behavior
could be caused by hydrogen mass transfer control as well as by strong
chemisorption of linoleate. Runs with other catalyst sizes and concentra-
tions led to the reciprocal plot in Figure 8.8. The data for all sizes con-
verge to the same intercept, as expected, since the gas-absorption
resistance should not depend on the particle size. The slopes of the lines
increase with particle size, because of increases in both internal and
external resistance. Calculations using slip velocity theory showed that
the external resistance was about 10% of the catalyst resistance for the
smallest size and 50% for the largest size.

Note that the runs with Pd/carbon catalyst were made with less than
1.0 grams of catalyst per liter, and this is typical of slurry hydrogenations.
The initial reaction rate from Figure 8.7 is 7.5 moles/hr, g cat, which is
orders of magnitude greater than for most reactions carried out in fixed
beds of catalyst.
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FIGURE 8.7 Hydrogenation of methyl linoleate with catalyst size 1 at 1218C. (From
Ref. 10 with permission from Elsevier Science.)
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Example 8.2

The palladium-catalyzed hydrogenation of nitrobenzene in methanol at 1
atm and 308C was studied by Acres and Cooper [16]. The rate was propor-
tional to the amount of catalyst used and independent of the nitrobenzene
concentration in the range 0–20% nitrobenzene. The reaction rate was 2.4 L
H2/min, g cat, and the average particle size of the Pd/C catalyst was esti-
mated to be 10 �m. Estimate the effect of external mass transfer for these
conditions.

Solution. Assume DH2
is three times the value given by the Wilke–

Chang equation:

DH2
¼ 3� 7:4� 10�8 �MBð Þ0:5T

�V0:6
A
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FIGURE 8.8 Determination of bubble and catalyst resistances for methyl linoleate
hydrogenation at 1218C. (From Ref. 10 with permission from Elsevier Science.)
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for methanol: � ¼ 1:9; MB ¼ 32; � ¼ 0:79 g=cm3; � ¼ 0:52 cP

for hydrogen: VA ¼ 14:3

DH2
¼ 3� 7:4� 10�8 1:9� 32ð Þ0:5303

0:52� 14:3ð Þ0:6 ¼ 2:04� 10�4 cm2=sec

Sc ¼ �

�D
¼ 0:0052

0:79 2:04� 10�4
� � ¼ 32

Assuming dry �cat ¼ 1:2 g=cm3 (40% porosity with �s ¼ 2), in methanol

�cat ¼ 0:6 2ð Þ þ 0:4 :79ð Þ ¼ 1:516 g=cm3 ðpores full of methanolÞ
�� ¼ �cat � � ¼ 1:516� 0:79 ¼ 0:726 g=cm3

From Stokes’ law [see Eq. (9.4)],

t ¼
980 10�3

� �2
0:726ð Þ

18 0:0052ð Þ ¼ 7:6� 10�3 cm=sec

Re ¼ 10�3 7:6� 10�3
� �

0:79ð Þ
0:0052

¼ 1:15� 10�3

From Eq. (8.9),

Sh� ¼ 2þ 0:6 1:15� 10�3
� �0:5

32ð Þ1=3¼ 2:06

k�c ¼
2:06 2:04� 10�4

� �
10�3

¼ 0:42 cm=sec

With vigorous agitation,

kc ffi 2k�c ¼ 0:84 cm= sec

From Eq. (8.4) with 	 ffi 1:3,

ac ¼
6 1:3ð Þ

10�3 1:2ð Þ ¼ 6500 cm2=g

kcac ¼ 0:84 6500ð Þ ¼ 5460
cm3

sec-g
or

mol

sec-g mol=cm3
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For a measured rate of 2:4L H2=min-gcat

r ¼ 2:4

22:4
� 1

60
¼ 1:79� 10�3 mol

sec-gcat

r ¼ kcac �Cextð Þ

�Cext ¼
1:79� 10�3

5460
¼ 3:3� 10�7 mol=cm3 ¼ 3:3� 10�4 mol=L

From Figure 8.3, the CH2i
ffi 4:1� 10�3 mol=L

�Cext

CH2i

¼ 0:08

The external mass transfer resistance is about 8% of the overall resis-
tance, which is barely significant. However, for 20-�m particles, ac and kc
would each be half as great, and external mass transfer would be important.

Selectivity

With consecutive reactions that are affected by mass transfer rates, the
selectivity depends on reaction conditions and may change on scaleup. In
hydrogenation of vegetable oils, it is desirable to convert all multiple double
bonds in the triglycerides to monoenes without forming many saturated
species. For the methyl linoleate system [Eqs. (8.11), (8.12)], the selectivity
is defined as the relative rates of reactions 1 and 2 corrected to the same
concentration:

S ¼ r1=L

r2=O
¼ r1

r2
�O

L
ð8:13Þ

With the palladium catalyst, the selectivity was quite high, as Figure
8.7 shows, and little stearate was formed until the linoleate was completely
reacted. The selectivity ranged from 30 to 60, changing with reaction con-
ditions.

A more detailed model was developed to show the effects of reac-
tion conditions on selectivity [17]. The model was based on simultaneous
diffusion and reaction of H2, L, and O inside the particles and on
competitive adsorption of L and O on the surface. Allowing for
hindered diffusion in small pores, the effective diffusivities for L and
O were estimated to be 100-fold lower than De for H2. This made the
internal gradients for L and O appreciable, even though the solution
concentrations were very much greater than the hydrogen concentration.
Typical gradients are sketched in Figure 8.9. The gradient for L has
little effect on the reaction rate, because L is strongly chemisorbed on
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the catalyst, and the reaction is almost zero order to L. However, the
average L/O ratio in the catalyst is about half the ratio at the surface,
which reduces the selectivity by 50%.

With the Pd/carbon catalyst, the selectivity increased with increas-
ing catalyst charge, which was attributed mainly to the change in
hydrogen concentration. When both gas-absorption and catalyst resis-
tances are important, an increase in the catalyst concentration raises
the overall rate somewhat but lowers the dissolved hydrogen level.
Each catalyst particle then has a lower reaction rate and smaller gra-
dients for L and O, which leads to a higher selectivity. Another effect
of lower reaction rate per gram of catalyst is that the surface is closer
to equilibrium coverage by reacting species. At steady state, the rate of
chemisorption of reactant L equals the rate of desorption plus the rate
of reaction, so the surface coverage is less than the equilibrium value
for the reaction. The opposite is true for the product O, which has a
higher coverage than the equilibrium value. Allowing for the departure
from equilibrium coverage and the gradients due to internal diffusion
led to a good fit for the selectivities observed with the palladium
catalyst. For hydrogenation of edible oils, nickel catalysts are generally
used, but the same trend of increased selectivity with increased catalyst
loading or decreased hydrogen concentration is observed [6]. Decreased
internal gradients of reactants seems the likely explanation, since the
effective diffusivities of the triglycerides in small pores are even lower
than those of methyl linoleate.
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FIGURE 8.9 Internal concentration profiles for catalytic hydrogenation of methyl
linoleate.
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Industrial Oil Hydrogenation

Hydrogenation of edible oils and fats is normally carried out batchwise in
a tank equipped with cooling coils. There may be two or three agitators
on a single shaft, as shown in Figure 7.14. Hydrogen is added through a
sparger ring below the bottom agitator or below the two lower agitators,
which are flat-blade turbines. The upper agitator is a pitched-blade tur-
bine or an axial-flow mixer, to promote vertical circulation and entrain
hydrogen from the gas space. Some reactors are operated dead-end, with
hydrogen added only to maintain pressure. However, a higher rate of gas
absorption is obtained by feeding excess hydrogen and recycling the vent
gas.

The pressure for oil hydrogenation is usually 2–5 atmospheres and
the temperature 120–2008C. Finely divided Ni/SiO2 or Raney nickel is the
catalyst, and the concentration is 0.01–0.5 wt%. The amount of catalyst
used is often large enough to make gas absorption the limiting step. The
nickel catalyst is not very expensive, and it is removed by filtration and
discarded.

The progress of the reaction is followed by monitoring the hydrogen
consumption or the iodine number, a measure of the concentration of
double bounds. The hydrogenation is rarely carried to completion, since
the goal is to make a product with a certain melting point range, a mod-
erate degree of unsaturation, and a desirable distribution of the cis-trans
isomers. The reaction order, based on the change in iodine number, has
been reported as 0, 1=2, 1, or greater than 1, and the range of values is due
in part to different operating conditions. When hydrogen absorption is
controlling, the reaction will appear zero order. When the catalyst resis-
tance controls, external and internal diffusion effects make it difficult to
determine the intrinsic kinetics. Also, the triply and doubly unsaturated
branches of the triglycerides in the oil react faster than the monoenes, so
the reaction order based on iodine value is not the same as that for
individual species.

FIXED-BED REACTORS

Fixed-bed reactors are selected for solid-catalyzed gas–liquid reactions that
are relatively slow and require a large amount of catalyst compared to that
used in slurry reactors. One advantage of fixed-bed operation is that the
catalyst particles are held in the reactors and don’t need to be separated
from the liquid by filtration. This makes it easier to operate continuously.
Another advantage is the absence of an agitator, which permits operation at
very high pressures in reactors with large L/D ratios. Finally, with a fixed
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bed of catalyst, high conversion of one or both reactants is easier to achieve,
because the flows of the gas and liquid through the reactor are close to ideal
plug flow.

Disadvantages of fixed beds include lower effectiveness factors because
of the larger particle size and lower coefficients for gas–liquid and liquid–
solid mass transfer. Fixed beds with two fluid phases are also difficult to
scale up or scale down because of incomplete wetting and changes in gas and
liquid flow distribution. Finally, there is a risk of temperature excursions
with exothermic reactions in packed beds, since radial heat transfer is poor.
Large reactors are often operated adiabatically, but hot spots may occur
because of uneven flow distribution.

There are three ways of operating a multiphase fixed-bed reactor. The
two fluid phases can flow downward in parallel or upward in parallel, or the
flows can be countercurrent. The most common method is parallel down-
flow, as shown in Figure 8.10a, and reactors of this type are called trickle
beds. The name originated from laboratory studies using small reactors and
very low flow rates. The liquid was observed to trickle in rivulets over pieces
of partially wetted packing, and portions of the liquid seemed stagnant. At
low flows, the liquid holdup is small and the gas phase is continuous. Tall,
large-diameter reactors operate at high liquid and gas velocities with flows
that are more turbulent, but the reactors are still classified as trickle beds if
both phases flow downward.

When gas and liquid are passed upward through the bed, as in
Figure 8.10b, the bed is flooded and gas bubbles are dispersed in the upflow-
ing liquid. This method of operation is not often used because of the higher
pressure drop for gas flow, even though it may give a higher degree of
wetting of the catalyst surface. With a high ratio of gas flow to liquid
flow, the gas phase may become continuous, with liquid entrained as
small droplets of spray.

The third method of operation, counterflow of gas and liquid, as in
Figure 8.10c, is hardly ever used for catalytic reactions. For any of the
three methods of operation, the catalyst particles must be quite small,
often a few millimeters in diameter, to have reasonable effectiveness
factors. However, with counterflow operation, the flow rates are limited
by flooding, and the flooding rates are much lower than for gas absorp-
tion or stripping columns, where packings several centimeters in diameter
are common. Since hydrogenations and most other reactions carried out
in trickle beds are irreversible, the driving force for mass transfer and
reaction is the same for parallel or countercurrent flow, and there is no
inherent advantage of counterflow operation. Therefore, parallel-flow
operation is usually selected to permit operation over a wide range of
flow rates.
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Trickle-Bed Reactors

Trickle-bed reactors are widely used for hydrogenations in the petroleum
industry, including hydrodesulfurization (HDS) of heavy oils and gasoline,
hydrodenitrogenation (HDN), hydrocracking, and hydrofinishing of lubri-
cating oil [18]. A great deal of the published work on trickle beds has been
directed at understanding and improving the operation of these processes.
Trickle beds are also used for some other chemical processes, including the
hydrogenation of glucose to make sorbitol, the hydrogenation of methyl
styrene to cumene, the selective removal of acetylenic compounds from
olefins, and the hydrogenation of ethyl anthraquinone, a step in the synth-
esis of hydrogen peroxide.

There have been many studies of the hydrodynamics of trickle beds
that describe the different flow regimes and give empirical correlations for
the pressure drop, liquid holdup, and the partial wetting of the catalyst.
Only a few of these studies are discussed here, since extensive reviews are
available [18–21]. A recent review [20] includes over 170 references.

Flow Regimes

When gas and liquid flow downward through a bed of solids, the flow
regime may be trickle flow, pulsing flow, bubble flow, or spray flow, depend-
ing on the flow rates and properties of the fluids and solid. At low gas and
liquid rates, the gas phase is continuous and liquid flows in a thin laminar
film over wetted portions of the particle surface. This is called the gas-con-
tinuous region or the trickle-flow region. As either the gas or liquid flow is
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FIGURE 8.10 Fixed-bed reactors for gas–liquid–solid systems: (a) Trickle bed; (b)
upflow flooded; (c) counterflow.
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increased, ripples form on the liquid surface, and occasional pulses of liquid
may be observed. In early work [22] this was called the transition region, but
in recent studies this brief transition is ignored and the next regime is called
pulsing flow. At high flow rates, liquid passes through the column as a series
of pulses, which are zones of high liquid holdup extending across the column
diameter in small columns. The pulse frequency ranges from 2 to 6 sec�1,
depending on liquid flow rate and particle size. At very high liquid flow and
low gas flow, the liquid may become the continuous phase, with gas dis-
persed as fine bubbles in the liquid. At high gas and low liquid flow, shear at
the interface may form small drops of liquid that are carried along in the gas
in the spray-flow regime.

Different flow regimes were described in early work by Weekman and
Myers [22], who passed air and water downward through beds of glass beads
or catalyst spheres. They presented the results as a flow map, an arithmetic
plot of gas mass velocity versus liquid mass velocity, with lines marking
regime boundaries. Results from a similar study by Tosun [23] are shown
in Figure 8.11, where a log-log plot is used. Other workers have used liquid
and gas superficial velocities or Reynolds numbers as the coordinates on the
flow maps.
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FIGURE 8.11 Flow map for trickle-bed reactors. (After Ref. 26.)
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In Tosun’s work, the gas was air or helium, and water, methanol, or
glycerine solutions were used to show the effect of liquid properties. The
main interest is in the transition from trickle flow to pulsing flow, which
occurs as L increases or as both L and G increase at a constant ratio. With
methanol, the transition occurs at a liquid rate about half that for water,
which can be attributed to the threefold difference in surface tension (26 vs
72 dyne/cm). Liquids with low surface tension will wet more of the surface
and have a greater holdup, leaving less space for gas flow. Viscous liquids
will also have greater holdup and an earlier transition to pulsing flow (data
not included in Figure 8.11).

The flow map for helium–methanol is similar to that for air–
methanol but displaced to 10-fold-lower gas rates. This shows that the
velocity of the gas is more important than the mass flow rate. The plot
for helium would be close to that for air if based on linear velocity. In
many high-pressure reactors, such as HDS or HDN reactors, the gas
density is several times that of air at STP; although some data are
available, the effect of high gas density on the flow transitions is still
uncertain [20,23].

The combined effects of liquid and gas properties, flow rates, and
particle size were included in generalized flow maps by Talmor [24] and
Charpentier and Fauvier [25]. Separate correlations were made for foaming
and nonfoaming liquids. However, the data show considerable scatter, and
no single approach to predicting the transition flows can be recommended.
Many of the studies were made using glass beads or catalyst spheres a few
millimeters in diameter; more data are needed for finer crushed catalyst or
for 1=32- or 1=16-in-diameter catalyst extrudates.

Pressure Drop

The pressure drop for concurrent downflow of gas and liquid in a packed
bed can be predicted using correlations of the Lockhart–Martinelli type [22].
The pressure drop for each phase flowing separately through the bed is
calculated using the Ergun equation [Eq. (3.64)], and these values define a
parameter �:

� ¼ �P=�Lð ÞL
�P=�Lð ÞG

1=2

ð8:14Þ

The pressure drop for gas–liquid flow relative to that for liquid alone is then
found from an empirical relationship:

�L ¼ �P=�Lð ÞLG=ð�P=�L
� �

L
	1=2 ¼ f �ð Þ ð8:15Þ
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Several empirical correlations show �L decreasing with increasing �,
and a regression analysis by Tosun [26] led to the following equation of the
Midoux [27] type:

�L ¼ 1þ 1

�
þ 1:424

�0:576
ð8:16Þ

The data for Eq. (8.16) cover a range of �L values from 1.1 to 5 or pressure
drops up to 25 times greater than for liquid flow alone. The mean error in
predicted �L was 18%, but the mean error in �P was larger. More accurate
correlations might be developed based on equations for the liquid holdup,
since this determines the available space for gas flow.

Liquid Holdup

Liquid holdup, which is expressed as the volume of liquid per unit volume of
bed, affects the pressure drop, the catalyst wetting efficiency, and the transi-
tion from trickle flow to pulsing flow. It can also have a major effect on the
reaction rate and selectivity, as will be explained later. The total holdup, ht,
consists of static holdup, hs, liquid that remains in the bed after flow is
stopped, and dynamic holdup, hd , which is liquid flowing in thin films
over part of the surface. The static holdup includes liquid in the pores of
the catalyst and stagnant packets of liquid held in crevices between adjacent
particles. With most catalysts, the pores are full of liquid because of capil-
lary action, and the internal holdup is the particle porosity times the volume
fraction particles in the bed. Thus the internal holdup is typically
0:3� 0:5ð Þ 0:6ð Þ, or about 0.2–0.3. The external static holdup is about
0.03–0.09 for 0.3-cm particles and up to about 0.10 for particles 0.05–0.10
cm in size.

The dynamic holdup depends mainly on the particle size and the flow
rate and physical properties of the liquid. For laminar flow, the average film
thickness is predicted to vary with L1=3, as in flow down a wetted-wall
column or an inclined plane. In experiments with water in a string-of-
spheres column, where the entire surface was wetted, the holdup did agree
with theory [28]. For randomly packed beds, the dynamic holdup usually
varies with a fractional power of the flow rate, but the reported exponents
range from 0.3 to 0.8, and occasionally agreement with the 1=3 power pre-
dicted by theory may be fortuitous.

Dynamic holdup data from a few sources are shown in Figure 8.12.
The lowest two lines are for water in beds of glass beads 0.48 cm in diameter
[29] or 0.41 cm in diameter [30]. The holdup increases with L0:7�0:8, because
raising the flow rate increases the fraction of the packing wetted as well as
the film thickness. The middle line shows the data of Ross [31] for 0.48-cm
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catalyst particles, and hd varies with L0:5. The greater holdup than for glass
beads of the same size is probably due to better wetting of the porous
particles. The upper two lines are for quite small catalyst particles, 0.054
cm in diameter [30] or 0.071 cm in diameter [32]. The holdup is two to four
times greater than for the larger particles, and it increases with L1=3. The
apparent agreement with laminar flow theory is a coincidence, since the
surface is not completely wetted. The data of Schwartz et al. [32] are for
hexane and Al2O3, and those of Goto and Smith [30] are for water and CuO/
ZnO. The higher holdup for hexane is probably due to the lower surface
tension, since the lower viscosity would tend to decrease the dynamic
holdup.

The gas properties have no effect on liquid holdup at low pressure and
low gas rates, when the liquid flow is affected only by gravity forces. At high
gas velocity the holdup decreases because of shear at the gas–liquid inter-
face. Several correlations have been proposed to account for the effects of
liquid and gas properties on holdup, but these correlations are complex and
quite different in form [20], which makes comparisons difficult.
Furthermore, most of the data are from studies at ambient conditions
using water or low-molecular-weight solvents. More data are needed from
reactors operating at industrial conditions.

Wetted Area

In the trickle-flow regime, only part of the catalyst surface is covered by a
film of liquid, and it is sometimes assumed that only this part of the catalyst
is effective. Correlations for the fraction wetted area, aw=ai, have been used
to interpret trickle-bed reaction data and to predict trends. However, cor-
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relations for aw=ai for large particles of packing may not be valid for small
catalyst pellets, and it is also incorrect to assume that the reaction rate is
directly proportional to the wetted surface. Consider possible concentration
profiles for a partially wetted particle in a hydrogenation reactor, as shown
in Figure 8.13a. The pores are full of liquid, so reactant B can diffuse
through the particles to the ‘‘dry’’ side. If the concentration gradients are
moderate, as shown by the solid lines in this example, and the reaction is
first order to B, then the average reaction rate in the dry half of the pellet
would be somewhat less than in the wetted half. Reaction would take place
throughout the pellet, and the effectiveness factor would be slightly less than
for complete wetting. However, if the reaction was approximately zero order
to B because of strong chemisorption, the average rate could be nearly equal
to or even greater that for complete wetting, because the absence of an
external liquid film leads to a higher hydrogen concentration at the dry
surface.
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FIGURE 8.13 Concentration profiles in catalyst particles: (a) a partially wetted
particle; (b) a fully wetted particle (solid line: medium reaction rate; dashed line:
very fast reaction).
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The dotted line in Figure 8.13a shows the gradient for B when the
reaction rate is very fast and CB falls to zero inside the pellet. There is no
reaction near the dry side, and the observed rate would increase with the
fraction wetted, perhaps with Ln. However, because the internal diffusion of
B is in all directions, and not just normal to the surface, B will spread over a
broader region than just below the wetted area. This makes the fraction of
catalyst utilized greater than the wetted fraction and adds to the difficulty of
developing a detailed reactor model.

When the catalyst is covered by flowing liquid, as in Figure 8.13b, the
concentration profiles across the particle might be symmetrical, and the
local reaction rate could be estimated from the intrinsic rate, the external
mass transfer coefficient, and the Thiele modulus. However, a lower rate is
expected where the particles almost touch because the thicker liquid layer
increases the mass transfer resistance.

External Mass Transfer

The external mass transfer coefficients can be predicted using stagnant-film
theory, penetration theory, or complex correlations with several dimension-
less groups [20]. Since the external resistances are usually small for industrial
reactors, simple film theory is probably satisfactory. Mass transfer of the gas
might involve two steps in series, as in slurry reactors, where gas diffuses
into bulk liquid and then diffuses to the catalyst surface. However, the liquid
film in trickle-bed reactors is very thin, and a single gradient is shown in
Figure 8.13. The average film thickness, z, can be calculated from the
dynamic holdup and the wetted area, and the coefficient for hydrogen is
then

kgl ¼
DH2

z
ð8:17Þ

Since B is already in the film, the effective diffusion distance is half the film
thickness, so the coefficient for B is

kls ¼
2DB

z
ð8:18Þ

Because DH2
is several times DB, the coefficient for B is much less than for

H2.

Reactor Models

In kinetic models for trickle beds, the reaction is often assumed to be first
order to both reactants, but attention is focused on the liquid reactant, since
the gas concentration doesn’t change very much in the reactor. For HDS,
HDN, and other high-pressure purification processes, the hydrogen concen-
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tration in the liquid is often as great as or greater than the hydrocarbon
concentration, in contrast to slurry hydrogenations, where the dissolved
hydrogen concentration is much lower than that of the other reactant.

For the ideal case of plug flow and completely wetted catalyst, the
conversion for a first-order reaction is given by the same equation used for
gas–solid reactions in Chapter 3:

FC0 dx ¼ k�C0 1� xð Þ dW ð8:19Þ

ln
1

1� x

� �
¼ k�W

F
¼ k�V�b

F
ð8:20Þ

In petroleum processing, the conversion may be given as a function of
the liquid hourly space velocity (LHSV), and the apparent rate constant,
kapp, includes the effect of partial wetting as well as the effect of internal
concentration gradients:

ln
1

1� x

� �
¼ kapp�b

LHSV
ð8:21Þ

where

LHSV ¼ F

V
¼ L=�

l
ð8:22Þ

The reciprocal of LHSV has the units of time, but it is not the average
residence time, since the liquid occupies only a fraction of the bed volume.

When conversion data for HDS or HDN processes are analyzed, the
semilog plot of 1=ð1� xÞ versus 1=LHSV suggested by Eq. (8.21) usually
results in an upward-curving line. Figure 8.14a shows some data of Ross [31]
for sulfur removal in a pilot-plant reactor. The weight hourly space velocity
used (WHSV) here differs from LHSV by the factor �=�bed. The curvature
could be due in part to a reaction order higher than 1.0 or to a distribution
of reactivities in the sulfur compounds. The main reason is probably a
change in wetted area with flow rate, since the fraction of surface wetted
was probably small at the low flow rates that were used. If the rate constant
kapp in Eq. (8.21) is assumed to depend on a fractional power of the liquid
flow rate L, as in kapp ¼ k 0Ln, Eq. (8.22) can be modified to show a frac-
tional dependence on LHSV and on the bed length l:

ln
1

1� x

� �
¼ k0ln

LHSVð Þ1�n
ð8:23Þ

Choosing n= 0.4 gives a reasonable fit to the data, as shown in Figure 8.14b,
though the fit is about as good for n= 0.3 or 0.5.
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Similar results were found by Henry and Gilbert [33], who studied
sulfur removal, nitrogen removal, and hydrocracking in small reactors.
Most of the first-order plots were curved upward when LHSV�1 was
used, but straight lines were obtained with LHSV�2=3. The explanation
proposed was that the reaction rate was directly proportional to the
dynamic holdup, which was predicted to increase with L1=3, following
laminar-flow theory. Their recommended correlation in simplified form is

ln
1

1� x

� �
¼ � LHSVð Þ�2=3l1=3d�2=3

p �1=3 ð8:24Þ

There is no fundamental basis for Eq. (8.24), since reaction
occurs on the catalyst surface and not in the liquid phase. Also, the
laminar-flow holdup theory is not generally valid for packed beds, as
was shown by Figure 8.12. Equation (8.24) may be satisfactory for
correlating some sets of laboratory data, but it is likely to have con-
siderable error if used for other systems or for large changes in l, dp;
or LHSV.

A different model and alternate explanation for the LHSVð Þ�2=3 term
was given by Mears [34], who said the rate should be proportional to the
wetted area and used the empirical correlation of Puranik and Vogelpohl for
aw=at [35]. This correlation was based on data for gas-absorption packings,
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FIGURE 8.14 Sulfur removal in a pilot-plant reactor. (Data from Ref. 31.)
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and the fraction wetted area was given as a function of Reynolds number,
the Weber number, and a surface tension ratio:

aw
at

¼ 1:05Re0:047We0:135

c



� �0:206
ð8:25Þ

Combining terms and rounding off exponents gives the following result:

aw
at

/ L0:32d0:18
p ��0:05
�0:34��0:13 ð8:26Þ

Then, since at varies inversely with dp and k is assumed proportional to aw,
the predicted effects of major variables are

ln
1

1� x

� �
¼ � LHSVð Þ�0:68l0:32d�0:82

p ð8:27Þ

The exponents for LHSV and l are almost the same as in Eq. (8.24),
but basing the derivation on wetted area is more logical than using liquid
holdup. However, as discussed earlier, the fraction of catalyst utilized can be
greater than or less than the fraction wetted, depending on the relative rates
of diffusion and reaction. Furthermore, Eq. (8.25) is based on data for
packings 1 cm and larger and is probably not valid for small (0.1–0.3 cm)
catalyst particles. Some data on holdup and wetted area for small particles
are available, and empirical correlations for liquid–solid contacting effi-
ciency have been presented [36,20]. The value of these correlation for pre-
dicting the performance of large trickle-bed reactors has not been
demonstrated.

Scaleup

A major problem with Eqs. (8.24) and (8.27) is the predicted dependence of
ln 1=1� xð Þ on l1=3. There is no intrinsic dependence on l, and the effect
actually comes from a change in liquid rate. Laboratory reactors are rela-
tively short, and they are operated at low liquid velocities to get the desired
high conversion. If the plant reactor is much taller and L is increased to get
the same LHSV, the wetted area will increase, and the conversion should
also increase, but perhaps not as much as predicted by Eq. (8.24). For
example, consider a 1-m lab reactor where 90% conversion is obtained at
low values of L and G. If an industrial reactor 20 m tall is planned and
LHSV is constant, using Eq. (8.24) indicates an increase in effective rate
constant of 201=3, or 2.71, corresponding to a plant conversion of 99.8%.
However, if aw=at is 0.5 or higher, the wetted area can’t increase by a factor
of 2.7, and the actual change in effective rate constant is uncertain. The ratio
aw=at and the ratio kapp=k

� (where k� ¼ �k, the rate constant for complete
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wetting) both generally increase with L, but at decreasing rate as complete
wetting is approached. If the change in kapp could be accurately predicted,
the large reactor could be designed for a higher LHSV, by either decreasing
the height or reducing the diameter. However, to be safe, the reactor might
be designed for the same LHSV and any higher conversion accepted as a
bonus.

To reduce the uncertainty, scaleup might be done in stages. Perhaps
a 1-m lab reactor would be followed by a 4-m pilot plant before designing
a 20-m reactor. The possible changes in reaction conditions are sketched in
Figure 8.15. The increase in L and G move the operation from the trickle-
flow regime closer to the pulsing regime. Many industrial reactors are
reported to operate near the transition or in the pulsing regime, but per-
formance data for large reactors are rarely published. A paper by Ross
[31] does give some results for sulfur removal in a large reactor and a
pilot-plant unit. Surprisingly, the conversion was significantly lower in the
6.5-ft � 63-ft commercial reactor than in the 0.18-ft � 13-ft pilot unit.
Residence time measurements showed abnormally low liquid holdup in the
large reactor, which was attributed to poor liquid distribution. It is
difficult to get uniform distribution of liquid in a large reactor, and the
distribution may change along the reactor length, as is known to happen
in gas-absorption columns.

Pilot-plant tests are very expensive, and other approaches to the
scaleup problem should be considered. One method is to determine the
apparent rate constant for completely wetted catalyst by using an upflow
flooded reactor with no gas phase present, as suggested by Baker [37]. The
liquid is presaturated with hydrogen in a separate contactor, and if only
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FIGURE 8.15 Transition to pulsing flow in a trickle-bed reactor.
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part of the hydrogen is used, the drop in hydrogen concentration can be
corrected for. Assuming a pseudo-first-order reaction (which should be
checked), the value of k� is calculated using Eq. (8.21) and compared to
kapp, the value from trickle-bed tests. If the ratio kapp=k

� is quite low, a
large increase in catalyst effectiveness should be possible on increasing the
liquid rate. However, if kapp=k

� is 0.8 or higher, there may be no improve-
ment in performance on scaleup to higher liquid rates, particularly when
the difficulty of getting good liquid distribution in a large reactor is con-
sidered. This scaleup method is based on the assumption that the gas-
absorption resistance is negligible, which is often true for high-pressure
hydrotreating reactions.

A second approach to more accurate scaleup is to dilute the catalyst in
the lab reactor with small, inert particles to get better wetting. This also
decreases the effect of axial dispersion by spreading out the catalyst over a
greater length of reactor, though this is not a major problem for reactors 1
meter long. Baker [37] found that the apparent rate constants for the diluted
trickle bed were the same as or only slightly less than the rate constants from
the flooded bed. The use of a bed diluted with fines is also recommended by
Al-Dahhan et al. [20] to improve wetting efficiency for small reactors at low
flow rates. Care must be taken in packing the bed to get reproducible
performance [38,39].

A third approach is to operate the short laboratory reactor at very
high liquid and gas rates to match expected conditions in a large plant
reactor. The conversion will be quite low, but the kinetics can be studied
by making runs at several feed concentrations to simulate conditions at
various points in the large reactor. However, with this approach it might
be difficult to match the effects of product inhibition (H2S has a retard-
ing effect on HDS reactions) and gradual aging or poisoning of the
catalyst.

Effect of Particle Size

Some early studies of trickle-bed reactors used 3=16-in. or 1=8-in. catalyst
pellets, but the trend has been to smaller sizes because of higher reaction
rates. Extrudates with diameters of 1=16-in. or 1=32-in. are often used. Shah
and Paraskos [40] studied desulfurization and demetallization of crude oil in
a small reactor at 4008C and 200 psia. They used 1=32-in. extrudates
(790 �m� 2–3 mm) or the same catalyst crushed and sieved to give an
average size of 550 �m. The apparent rate constants for the crushed catalyst
were greater than for extrudates by a factor of about 1.3 for sulfur removal
and 2–3 for vanadium and nickel removal. The higher factor for metal
removal indicates a strong pore diffusion limitation. The metals are present
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in the higher molecular fractions of the crude oil and have lower diffusivities
than the sulfur compounds [41]. Further studies of desulfurization showed a
large decrease in apparent rate constant for particles larger than 1 mm, but
not much change from 1 mm to 500 �m [42]. As expected, the effect of
particle size was more pronounced at 4208C than at 4008C.

Some of the observed increase in rate with decreasing particle size may
come from increased wetting. The model of Mears, Eq. (8.27), predicts that
the reaction rate varies with d�0:82

p , but this is without any consideration of
pore diffusion limitations. If the Thiele modulus is large and there are strong
internal gradients, the effectiveness factor would vary with d�1

p , and if Eq.
(8.27) held, the overall rate would vary with d�1:82

p . No such strong depen-
dence on particles size has been reported. For smaller particles and moder-
ate rates, the effectiveness factor should be close to 1.0, and it is unlikely
that the rate would vary with d�0:82

p , as suggested by Eq. (8.27), or with any
other constant power of dp. Because of the unsymmetrical concentration
gradients in a partially wetted pellet, it is difficult to predict the exact effect
of particle size, but probably the benefit of smaller sizes is due primarily to
decreased internal gradients and only partly to an increase in wetted area.
Pore diffusion calculations are useful in showing the relative importance of
hydrogen and hydrocarbon internal gradients.

Other Trickle-Bed Reactions

Although trickle beds are used primarily for petroleum processing at high
temperatures and pressures, many of the published research studies deal
with simple reactions at moderate temperatures and pressures. For
hydrogenation of pure liquids at 1–3 atm, the concentration of dissolved
hydrogen may be orders of magnitude smaller than the hydrocarbon
concentration, and mass transfer becomes more important for hydrogen
than for the hydrocarbon. A partially wetted catalyst may have a higher
rate of reaction than a fully wetted particle because of better mass transfer
of hydrogen to the dry surface. The reaction is then said to be gas limited.
Also, if the hydrocarbon reactant is quite volatile, mass transfer of hydro-
carbon through the gas phase can further increase the reaction rate at dry
surfaces.

The hydrogenation of �-methyl styrene to cumene is a popular reac-
tion for laboratory studies [43–45], and it can be either gas limited or liquid
limited, depending on reaction conditions. With a 2.5% Pd/Al2O3 catalyst,
the reaction was very rapid at 1 atm and 408C, and the effectiveness factor
was less than 0.1 for 0.3-cm particles [43]. Under there conditions, the
reaction rate decreased by 25% as the liquid rate was increased about 10-
fold. The decrease occurred because the effect of lower hydrogen concentra-
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tion at the wetted surface was more important than the effect of slightly
higher-concentration of �-methyl styrene. However, with a less active cata-
lyst (0.5% Pd), the reaction was no longer gas limited, and the rate increased
with increasing liquid flow rate, because the external mass transfer resistance
was a smaller part of the overall resistance.

Another example of a gas-limited reaction is the hydrogenation of
benzene to cyclohexane over Pt/Al2O3 catalyst [46]. At 768C and 1 atm,
the reaction rate decreased 25% as the liquid rate was increased fourfold.
In this case, the higher rate on nonwetted surface was due to a combination
of higher hydrogen concentration and diffusion of benzene in the vapor
phase. Whether a reaction is gas limited or liquid limited in a trickle bed
depends on the relative concentrations of gaseous and liquid reactants, the
reaction orders, the diffusion coefficients, and the fraction of the surface
that is wetted. A reaction that is gas limited at inlet conditions may become
liquid limited at high conversion.

Example 8.3

A trickle-bed reactor 2.5 cm in diameter and 60 cm long was used by Baker
to study sulfur and nitrogen removal from a heavy oil [37]. The catalyst in
the form of 1.5-mm � 4.5-mm extrudates was diluted with an equal volume
of 1.0-mm silicon carbide particles. Characteristics of the oil are given in
Table 8.1. Test results are given in Table 8.2.
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TABLE 8.1 Data for Example
8.3: Oil Properties

Specific gravity 0.8868
% C 86.19
% S 2.04
% N 0.13
MW 374
50% distilled 4508C

TABLE 8.2 Test Results

Run T ; 8C P , atm LHSV�1 % S removal

1 365 65 0.75 hr 77
2 365 65 1.39 hr 83
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a. Assuming a first-order reaction, determine the apparent rate
constant for the two runs. Is the difference consistent with Eq.
(8.23) or Eq. (8.24)?

b. For the higher rate constant, estimate the internal effectiveness
factor based first on the diffusion of sulfur compounds and then
on the diffusion of hydrogen. Assume 1.5 moles H2 consumed
per mole S reacted.

Solution. Use Eq. (8.21).

a: Run 1: kapp�b ¼ ln
1

0:23

� �
� 1

0:75

¼ 1:96
moles S

hr; l bed, mole S/L
; or hr�1

Run 2: kapp�b ¼ ln
1

0:17

� �
� 1

1:39
¼ 1:27 hr�1

Run 1 is at a liquid rate 1:39=0:75, or 1.85-fold, greater than
Run 2. If kapp varies with Ln, then

1:96

1:27
¼ 1:54 ¼ 1:85n

n ¼ 0:70

This is a greater dependence on liquid rate than the 1=3 expo-
nent reported by Henry and Gilbert [33] and others. Some of
the apparent effect of flow rate may be due to an error in
assuming a first-order reaction. The sulfur compounds vary in
reactivity, and the data may be better fitted by a second-order
equation.

b. The effective diffusivities are needed to calculate the Thiele mod-
ulus, and the following approach gives only rough estimates
because experimental data are not available.

Estimate based on diffusion of sulfur compounds: At 3658C,
� ffi 0:64 g=cm3, �=� ffi 0:75, and � ffi 0:5 cP (From TEMA stan-
dards + ESSO databook). Use the Wilke–Chang equation [Eq.
(4.17)] to estimate the diffusivity at T ¼ 638K. For CHS com-
pounds, M ffi 374, VA ffi 374=0:6 ¼ 623:

DCHS ¼ 7:4� 10�8 374ð Þ1=2 638ð Þ
0:5 623ð Þ0:6 ¼ 3:84� 10�5 cm2=sec
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In the catalyst, assume �=� ¼ 0:1 and Dpore=Dbulk ¼ 0:5 (hin-
drance factor for large molecules). So

De ¼ 0:1 0:5ð Þ 3:84� 10�5
� � ¼ 1:92� 10�6 cm2=sec

If the bed is 60% catalyst, 40% voids:

kapp ¼ 1:96

3600

mole

sec
; l bed;mole S=L�

1-Lbed

0:6-Lcatalyst
¼ 9:07� 10�4 sec�1

�app ¼ R
kapp

De

� �1=2

¼ 0:095
9:07� 10�4

1:92� 10
�6

 !1=2

¼ 2:06

From Figure 4.8, � ¼ 0:74:
Estimate based on diffusion of hydrogen: For a similar oil at

3678C and 56 atm, the hydrogen solubility was estimated to be
0.48 mol/L [47]. Correcting to 65 atm:

CH2
¼ 0:48

65

56

� �
¼ 0:56 mol=L

Initial S conc: ¼ 640 g=L� 0:0204=32 ¼ 0:41 mol=L

Initial rate ¼ 1:96� 0:41 ¼ 0:80 mol=hr; l bed

For H2,

kapp ¼ 1:5� 0:80

3600
� 1-l bed

0:6-l cat
� 1

0:56
¼ 9:9� 10�4 sec�1

Use Wilke–Chang equation with a factor of 3.0 for H2:

DH2
¼ 3� 7:4� 10�8 374ð Þ1=2 638ð Þ

0:5 14:3ð Þ0:6 ¼ 1:11� 10�3 cm2=sec

DeH2
¼ 0:1DH2

¼ 1:11� 10�4

�app ¼ 0:095
9:9� 10�4

1:11� 10�4

 !1=2

¼ 0:28

The effect of hydrogen gradients is negligible.
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NOMENCLATURE

Symbols

a area per unit volume
ab area of bubbles
aw wetted area
at total area
ac external area per gram of catalyst
C molar concentration or H2 concentration
Ci molar concentration at interface
Cb molar concentration in bulk liquid
Co molar concentration in feed
Cs molar concentration at catalyst surface
D diffusivity
D diameter
Da diameter of agitator
Dt diameter of tank
dp particle diameter
F feed rate
G gas mass velocity
H Henry’s law constant
h liquid holdup
hd dynamic holdup
hs static holdup
ht total holdup
IV iodine value, g per 100 g oil
K overall coefficient for mass transfer plus reaction
k reaction rate constant
kapp apparent reaction rate constant
k� reaction rate constant for full wetting
kc external mass transfer coefficient
k�c external mass transfer coefficient for particle at its terminal

velocity
kbab volumetric gas-absorption coefficient
kLa volumetric coefficient
kgl mass transfer coefficient for gas to liquid
kls mass transfer coefficient for liquid to solid
L liquid mass velocity, reactor length
LHSV liquid hourly space velocity, often hr�1

l reactor length
m catalyst charge, g/cm3

N stirrer speed
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n exponent for velocity effect
P agitator power, pressure
R gas constant, resistance
Re Reynolds number for particle, dpuo�=�, or agitator,

ND2
a�=�

r reaction rate, absorption rate, mass transfer rate
S selectivity, cross-sectional area
Sc Schmidt number, �=�D
Sh Sherwood number, kcdp=D
Sh� Sherwood number based on k�c
T absolute temperature
uo superficial velocity
V reactor volume, volume of solution
vt terminal velocity of a particle
W mass of catalyst
We Weber number, G2dp=
�
x conversion
z film thickness

Greek Letters

� effectiveness factor
	 shape factor
� kinematic viscosity
� viscosity, �w at wall
" energy dissipation rate
� density of fluid
�b density of catalyst bed
�c density of catalyst

 surface tension
� Thiele modulus
�L pressure drop parameter, Eq. (8.15)
� parameter in Eq. (8.14)

PROBLEMS

8.1 The nickel-catalyzed hydrogenation of cottonseed oil was studied
in a small batch reactor at 115–1608C and 60 psig [48]. Some data for 0.07%
Ni catalyst and 1175 rpm are given in Table 8.3.
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a. Plot the data to test for first-order or zero-order kinetics, and
discuss the results.

b. What is the apparent activation energy?

8.2 A nickel-catalyzed hydrogenation gives a curved plot when 1/r is
plotted versus 1/m. Data are given in Table 8.4.

a. Ignoring the curvature at high values of 1/m, extrapolate to get
the reaction rate when gas absorption is controlling.

b. Assume there is a small amount of poison, mp, that inactivates
the same amount of catalyst for each run. Find a value for mp

that gives a reasonable straight line for a plot of
1=r vs 1=ðm�mp). What is the estimated reaction rate for gas-
absorption control?

8.3 The hydrogenation of soybean oil was studied at 2048C and 45
psig using 0.005% Ni and 0.0125% Ni [12].
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TABLE 8.3 Data for Problem 8.1

1158C 1308C 1458C 1608C

IV t IV t IV t IV t

103.5 0 103.5 0 103.5 0 103.5 0
99 31 100 16 95 7 85 7
80 87 79 47 68 22 68 16
57 150 53 76 52 35 57 25
41 210 37 105 38 55 44 35

IV ¼ idodine value; t ¼ time, in minutes.

TABLE 8.4 Data for
Problem 8.2

m, g/L r

.004 .025

.005 .033

.010 .055

.015 .067

.020 .077
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a. Plot the data in Table 8.5 to test for a first-order reaction.
b. For the run with 0.0125% Ni catalyst, use the initial rate data

and then the rate at 50% conversion to determine the fraction of
the overall resistance due to gas absorption. Why do these results
differ?

8.4 In their tests of nitrobenzene hydrogenation, Acres and Cooper
[16] found the catalyst resistance was controlling, and the reaction rate was
higher for catalysts with more palladium surface area (measured by CO
chemisorption) (see Table 8.6).

How would the reaction rate be expected to vary with metal area if the
controlling step was (1) external mass transfer, (2) pore diffusion, and (3)
surface reaction? What do you think is the controlling step?

8.5 The hydrogenation of �-methylstyrene was studied at 608C and
50 psia in a 2-inch-diameter reactor packed with 1=8-inch catalyst pellets.
The reactor was operated with downflow of liquid and gas using 3-ft and
6-ft beds.
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TABLE 8.5 Data for
Problem 8.3

IV

t , min

0.005% Ni 0.0125% Ni

130 0 0
120 4 3
100 13 9
80 26 17
60 42 26

TABLE 8.6 Data for Problem 8.4

Metal area, m2/g Rate, L H2/min, g cat

3.1 0.3
9.5 1.2
15 1.3
32 2.9
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a. Plot the results in Table 8.7 to test for an assumed first-order
reaction, and discuss the trends shown.

b. What LHSV might be used for 95% conversion in a reactor 3 ft
in diameter and 30 ft long?

8.6 Hydrogenation is used to remove sulfur from oil with 4% S,
and 60% of the sulfur is in aliphatic compounds with a moderate reactiv-
ity. The other 40% is in aromatic compounds that are about one-fifth as
reactive.

a. If both types follow first-order kinetics, plot the expected con-
version as ln½1=ð1� xÞ	 against (LHSV)�1 assuming complete
wetting.

b. Would a second-order plot give a better fit?
c. Would using (LHSV)1� n give a good fit?

8.7 The catalytic hydrogenation of nitrobenzene to aniline in a sol-
vent was studied using a stirred semibatch reactor with 25-�m particles of
catalyst. The reaction was first order to hydrogen and zero order to nitro-
benzene. Tests at 708C and 90 psia gave the results listed in Table 8.8.
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TABLE 8.7 Data for Problem 8.5

Run l , ft LHSV � uoL, ft/hr

1 3 1 0.75 3
2 3 2 0.60 6
3 6 1 0.83 6
4 6 2 0.68 12
5 6 0.5 0.94 3

TABLE 8.8 Data for
Problem 8.7

W , g/L r , mol/hr-L

0.5 0.81
1 1.32
3 2.34
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a. Predict the rate for W ¼ 5 g/L.
b. Calculate the concentration of hydrogen in the bulk liquid for W

¼ 5 g/L. The hydrogen solubility is 0.0046 M at 1 atm, and the
diffusivity is 4� 10�5 cm2/sec.

c. Is external mass transfer a significant part of the catalyst resis-
tance?
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9
Fluidized-Bed Reactors

A fluidized bed is a bed of solid particles that are supported by the drag of
upward-flowing gas or liquid. The particles are in continuous motion, and
the suspension behaves like a dense fluid, which can be drained from the bed
through pipes and valves. If the bed is tilted, the top surface remains hor-
izontal, and large objects will either sink or float on the bed, depending on
the relative densities. A naturally occurring example of fluidization is quick-
sand, where fine sand particles are suspended by upflowing water. Most
industrial applications of fluidization involve solids and gases, which is
the focus of this chapter.

Fluidized beds of fine solids are used for catalytic reactions in the
petroleum and chemical industries, where the main advantages are nearly
uniform temperature, good heat transfer to the wall or immersed surfaces,
high effectiveness factors (because of the small particle size), and easy trans-
fer of solids from one vessel to another. Fluidized beds are also used for
combustion of coal, reduction of ores, and other solid–gas reactions, and
these processes often use moderately large particles.
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MINIMUM FLUIDIZATION VELOCITY

Consider what happens as gas is passed upward at slowly increasing velocity
through a bed of fine solids resting on a porous distributor plate, as shown
in Figure 9.1. At low flows, the pressure drop is proportional to the super-
ficial velocity, since only the laminar-flow term of the Ergun equation [Eq.
(3.64)] is significant. The particles remain in close contact, and no movement
is observed. When the pressure drop becomes equal to the weight of the bed
per unit area, point A in Figure 9.1, any further increase in velocity results in
unbalanced forces on the bed. Either the particles behave as a cohesive mass
and are forced upward and out of the bed, or the particles move slightly
apart, and the bed becomes fluidized. With continued increases in gas velo-
city, the pressure drop remains constant, but the bed height increases.

When the flow to a fluidized bed is slowly reduced, the bed height
decreases and may eventually stop at slightly above the original height, as
shown by point B. Solids in a fluidized bed that is allowed to settle slowly
often have a lower bed density than solids poured into the bed. Repeating
the experiment after the fluidized bed has been allowed to settle should give
reproducible results with no hysteresis. The pressure drop for the fixed bed
would follow the lower line in Figure 9.1, and the minimum fluidization
velocity is the velocity at which �P becomes constant and h starts to
increase. When the data points are somewhat scattered, the minimum flui-
dization velocity, umf; is sometimes defined by the point where the pressure
drop lines or the bed height lines intersect. If these values do not agree, an
average value can be used, since the exact value of umf is not important.

Equating the weight of the bed per unit area to the pressure drop given
by the Ergun equation results in a quadratic equation for umf . The term �m is
the external void fraction at the minimum fluidization point:

360 Chapter 9

FIGURE 9.1 Tests to determine minimum fluidization velocity.
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�P

L
¼ gð1� �mÞð�p � �Þ ¼

150�umf

ð�sdpÞ2
ð1� �mÞ2
�3m

þ 1:75�u2mf

�sdp

ð1� �mÞ
�3m

ð9:1Þ
For small particles, only the first term of the Ergun equation is impor-

tant, and the equation for minimum fluidization velocity is simplified:

umf ¼
gð�p � �Þð�sdpÞ2

150�

�3m
1� �m

 !
ð9:2Þ

Uncertainty in the use of these equations arises because �m can range
from 0.4 to 0.5, and it cannot be accurately predicted. A change from 0.4 to
0.45 means a 55% change in umf . For irregular particles, the shape factor �s
also introduces uncertainty. Shape factors are 0.6–0.8 for crushed solids and
0.85–1.0 for rounded particles. The predicted dependence of umf on d2

p has
been verified by many experimental studies, though some empirical equa-
tions for umf have a slightly lower exponent than 2.0, perhaps because �m
changed with dp.

Minimum fluidization velocities for spherical particles in air are shown
in Figure 9.2. Equation (9.2) applies for particles up to about 300 microns in
size, which includes most fluidized catalysts. For fluidized-bed combustion
or metallurgical processes, the particles are much larger, and Eq. (9.1) must
be used. For very large sizes, the laminar-flow term in Eq. (9.1) becomes
unimportant, and umf varies with the square root of dp:

umf ¼
�sdpð�p � �Þg�3m

1:75�

 !1=2

ð9:3Þ

The equations for minimum fluidization velocity are similar to those
for the terminal velocity of a single particle, and it is instructive to examine
the ratio of these velocities. For small spheres, the equation for Stokes’ law
divided by Eq. (9.2) gives

t
umf

¼ gd2
p ð��Þ
18�

150�

gð��Þd2
p

1� �mð Þ
�3m

¼ 8:33 1� �mð Þ
�3m

ð9:4Þ

If �m ¼ 0:45, the terminal velocity is 50 times the minimum fluidization
velocity, which indicates a wide range of possible operating conditions. For
example, if �ddp ¼ 60 mm and umf ¼ 0:2 cm/sec, the bed could be operated at
up to 10 cm/sec with no entrainment of the average-size particles. Most beds
have a moderately wide distribution of particle sizes, and some entrainment
of the fines is expected. Most of the entrained solids can be recovered via
cyclone separators and returned to the bed. Some beds operate at 100 � umf
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with high rates of entrainment; but with two cyclones in series, nearly com-
plete recovery of the entrained solids can be achieved.

For large particles, the terminal velocity depends on d1=2
p , as does umf ,

and the velocity ratio is

vt
umf

¼ 2:32

�1:5m

ð9:5Þ

For �m ¼ 0:45, t=umf ¼ 7:7, a much lower ratio than for fine solids.
Fluidized beds of large particles are usually operated at only 2–10 times
the minimum fluidization velocity.

TYPES OF FLUIDIZATION

As the gas velocity is increased above umf , different types of behavior are
observed, depending on the nature of the solid and the dimensions of the
bed. For small porous particles such as FCC (fluid catalytic cracking) cat-

362 Chapter 9

FIGURE 9.2 Minimum fluidization velocity and terminal velocity for spheres in air at
208C with �m ¼ 0:50.
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alyst, the particles move further apart and the bed expands considerably for
a small increase in velocity. The total pressure drop is constant, but the
pressure drop per unit length decreases. For small changes in velocity,
�3=ð1� �Þ is proportional to uo, in accordance with Eq. (9.2). However, at
a critical velocity, umb, small bubbles form, and the bed collapses with
further increase in velocity, as shown by curve A in Figure 9.3. The bed
height reaches a minimum and then increases again, as most of the addi-
tional gas passes through the bed as bubbles.

The behavior of the catalyst bed between umf and umb is called parti-
culate fluidization, because the bed expands uniformly and is to an extent
predictable from the drag on individual particles. Particulate fluidization is
often found with water when using solids such as sand or ion-exchange
beads, and the expanded bed may reach several times the original height.
With gases, particulate fluidization is found only for some fine solids over a
narrow range of velocities between umf and umb. For FCC catalyst, umb

increases with d0:6
p [1], and the difference between umb and umf decreases as

dp increases, as shown in Figure 9.4. For catalyst particles larger than about
180 microns, umf ^ umb, and there is no region of particulate fluidization.

For coarse solids and for fine catalyst at velocities greater than umb,
most of the gas passes through the bed as bubbles, which may be several
inches or a few feet in diameter. This regime is called bubbling fluidization,
though in the older literature it is called aggregative fluidization. In bubbling
fluidization, the bed has a bubble phase, which is almost free of particles, and
a dense phase, where the particles are supported by upflowing gas at about
the minimum fluidization velocity.

Solids that exhibit some region of particulate fluidization, are called
type A (aeratable) in Geldart’s classification system [2], while coarser solids
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FIGURE 9.3 Bed expansion for particulate and bubbling fluidization: A, type A
solids; B, type B solids.
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showing only bubbling fluidization are called type B. Solids with umf < 1 cm/
sec, which includes FCC catalysts and catalysts for several chemical pro-
cesses, usually show type A behavior. Sand, glass beads, coal, and ores are
generally type B solids, and the bed expansion is as shown in Figure 9.3.
Although type A catalysts may be operated in the bubbling regime at velo-
cities much greater than umb, they have better performance than type B
catalysts at the same gas velocity. This is related to differences in bubble
size, bed expansion, and flow patterns in the beds, as will be discussed later.
Geldart’s classification system also includes type C solids, which are very
fine and difficult to fluidize because of cohesive forces, and type D solids,
which have very large particles and may form spouted beds. This chapter
deals only with type A and type B solids.

In bubbling fluidization, gas bubbles grow by coalescence as they pass
up through the bed. In small-diameter units, when the bubble size
approaches the column diameter, slugging is observed. The slugs may be
shaped like round-nose bullets traveling in the center of the column, as
shown in Figure 9.5, or they may be flat at the top and occupy the entire
cross section. The bed height fluctuates sharply as the slugs reach the top of
the bed, and severe vibrations may result. In small beds, slugging may start
at velocities of only 5–10 cm/sec, and many laboratory studies of fluidized-
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FIGURE 9.4 Effect of particle size on minimum bubbling velocity and minimum
fluidization velocity for FCC catalyst.
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bed reactors have been carried out in the slugging regime, though large beds
would be in the bubbling regime at comparable velocities.

At velocities much greater than umf or umb, the bed may exhibit tur-
bulent fluidization, where there are local regions of low and high density but
no distinct bubble phase. The solids are in erratic motion, flowing down in
some areas and being carried upward in others. The average bed density is
less than for bubbling fluidization, but the average bed height is hard to
determine because of fluctuations in bed level and high entrainment of solids
into the freeboard region above the bed. For catalytic reactions, operation
in the turbulent regime is often desirable because of better contact between
the gas and the solid, even though the bed density is relatively low and the
rate of entrainment is high. Another advantage of turbulent fluidization is
that pressure fluctuations in the bed are greatly reduced compared to bub-
bling fluidization.

The critical velocity for the transition to turbulent fluidization, uc,
depends on the gas and solid properties, and for porous catalysts it is gen-
erally between 0.2 and 0.5 m/sec. Complex empirical correlations for uc have
been published, but the transition can be understood by considering the
major factor, which is the average bubble rise velocity, vb; compared to
the superficial velocity, uo. In a bubbling bed, � is the fraction of bed volume
occupied by bubbles, and (1� �) is the fraction of dense bed, where the
velocity is close to umf . The bed expansion and � are related as follows:

� ¼ total bubble volume

bed volume

uo ¼ �vb þ 1� �ð Þumf

� ¼ uo � umf

vb � umf

ð9:6Þ
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FIGURE 9.5 Types of fluidization: (a) Particulate fluidization; (b) bubbling bed; (c)
slugging; (d) turbulent fluidization.
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when

uo >> umf ; � ffi uo
b

ð9:7Þ

If there are no solids in the bubbles, and the dense bed still has the void
fraction �m, the bed expansion depends only on �:

�sð1� �mÞho ¼ h�sð1� �mÞð1� �Þ ð9:8Þ

h

ho
¼ 1

1� � ð9:9Þ

If the bed has expanded by 50%, � = 1/3, and the bubbles would be
almost touching. For higher values of �, the bubbles would be as close as
particles in a packed bed or droplets in a concentrated emulsion; but since
bubbles in a fluid bed have no skin or surface tension, high values of � are
unlikely. As h=ho approaches 2 or � approaches 0.5, frequent coalescence
and breakup of bubbles will cause a transition to turbulent fluidization. The
velocity of individual bubbles varies with the square root of the size. The
predicted coefficient � is 0.71 [3], but data show values of 0.5–0.7 [4]:

vb ¼ �
ffiffiffiffiffiffiffiffiffi
gDb

p
ð9:10Þ

� ¼ 0:5�0:7
The average bubble size is hard to predict, since it varies with the gas

velocity, the type of solids, and the bed height. Taking Db ¼ 5 cm as typical
for type A solids, b ffi 50 cm/sec. Then if uo ¼ 15 cm/sec and umf ¼ 0:3 cm/
sec, � ¼ 14:7=49:7 ¼ 0:30 and h=ho ¼ 1:43. Increasing uo to 25 cm/sec would
give � ¼ 0:5, if the bubbles still formed a dispersed phase. However, a transi-
tion to turbulent fluidization would probably occur before 25 cm/sec was
reached. For larger bubbles, b is greater and � is smaller, so the transition to
turbulent fluidization would take place at a higher superficial velocity.

At very high velocities, all particles fed to the reactor are carried up
with the gas, and this mode of operation is sometimes called fast fluidization.
However, since there is no definite bed level, a better term for this system is a
transport-line reactor or, as it is called in catalytic cracking, a riser reactor.
These are discussed in Chapter 10, on novel types of reactors.

REACTOR MODELS

Early studies of catalytic reactions in small fluidized beds showed consider-
ably lower conversions than those measured for the same conditions in fixed
beds [5–7]. Lower conversions were expected, because the uniform tempera-
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ture of the fluid bed plus visual observations indicated vigorous back-mix-
ing. However, in some cases, the fluid-bed conversion was even less than
predicted for a completely back-mixed reactor! These low conversions were
attributed to the two-phase nature of the bubbling bed. Most of the gas
passes through the reactor in the bubble phase, where there is little or no
reaction. A small amount of gas, just enough for fluidization, flows between
the catalyst particles in the dense phase, where almost all the reaction
occurs. (In early papers, the dense phase was called the emulsion phase.)
Interchange of gas between the phases takes place as the bubbles rise
through the bed, giving concentration profiles like those in Figure 9.6.
The outlet concentration is a weighted average of CD and CB that is quite
close to CB because of the small flow in the dense phase.

Evidence for the two-phase model came from measurements of the gas
concentration profile in a commercial catalytic cracking regenerator 40 ft in
diameter with a 15-ft bed [8]. The exit gas had 1% O2, but samples drawn
from different bed depths had only 0.1–0.4% O2. The bed samples also
showed 12–14% CO2, compared to 10% CO2 in the exit gas. Although
most of the gas flow was in the bubbles, the probe saw mainly dense-
phase gas, where the conversion was higher than in the bubbles. Samples
taken very rapidly showed wide fluctuations in oxygen content, since the
probe was sometimes in a bubble and sometimes in the dense bed.

A greater understanding of bubbles in fluidized beds has come from
theoretical studies and pictures of bubbles in two-dimensional and three-
dimensional beds [3,9]. If the bubble rise velocity is greater than the super-
ficial velocity, gas leaving the top of the bubble is carried back to the bottom
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FIGURE 9.6 Concentration profiles in a bubbling fluidized bed. (solid line: plug flow
in both phases; dashed line: mixed dense phase.)
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by solids flowing down outside the bubble. The region where gas is recircu-
lating is called the bubble cloud, which has the shape shown in Figure 9.7.
The volume of the cloud is about 2–5% of the bubble volume for type A
solids, but it can be a large fraction of the bubble volume for coarse solids.
The wake includes solids carried upward by the rising bubble, and the
volume of the wake is typically about one-fourth of the bubble volume.
The movement of the wake is responsible for the mixing of solids and the
nearly uniform temperature that is characteristic of fluid-bed reactors.

Pictures of bubbles and clouds have inspired some workers to develop
reactor models based on the predicted behavior of individual bubbles [3,10].
In these models, the equations for gas interchange include a term for flow
out of the bubble and a second term for mass transfer by molecular diffu-
sion to the dense phase. In some models, the cloud is included as part of the
bubble; in others, diffusion from bubble to cloud and cloud to dense phase
are treated as mass transfer steps in series. In these models, the mass transfer
coefficient is assumed to vary with D1=2

AB , following the penetration theory,
and the diffusion contribution is the major part of the predicted gas inter-
change rate.

Although the individual bubble models are included in many texts and
research papers, they are not reliable for predicting reactor performance
under practical conditions. One problem is that the bubble size must be
assumed to use the model, and it is hard to tell what size to choose. A
further problem is that the interchange rate does not show the predicted
dependence on diffusivity. Fontaine and Harriott [11] used frequency
response tests to compare bubble–dense bed interchange rates for different
tracers. At 0.11 and 0.18 m/sec, there was no difference between the results
for He and CO2, in spite of the fourfold difference in diffusivity, and there
was only a slight difference at 0.03 m/sec. DeVries and coworkers [12]
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FIGURE 9.7 Gas circulation through the bubble and cloud.
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reported no difference in residence time distributions with He and Ar as
tracers in a bed fluidized at 0.1 m/sec. These two studies indicate that in a
vigorously bubbling bed, the major contributions to gas interchange
between bubbles and the dense phase must come from fluid dynamics effects
such as bubble coalescence, bubble splitting, and wake shedding. This con-
clusion is supported by the work of Chiba and Kobayashi [13], who found
that exchange coefficients for single bubbles injected into a bed at incipient
fluidization were only one-third the values obtained with freely bubbling
beds. At present it seems best to consider the gas interchange coefficient
as a parameter to be determined by experiment or predicted by empirical
correlations.

THE TWO-PHASE MODEL

There are many two-phase reactor models that treat gas interchange using a
volumetric mass transfer coefficient. In this text, the coefficient is K , with
units of sec�1 or ft3 exchanged per second per ft3 bed. (In some reports, this
coefficient is qb or F .) The simplest models assume plug flow in the bubble
phase and either no mixing or perfect mixing in the dense phase. The con-
centration profiles have the shapes shown in Figure 9.6, and the basis for the
model is given in Figure 9.8. Although the bubbles are dispersed in the dense
phase, the conversion can be calculated as if there were separate parallel
channels extending through the bed, as shown in the diagram. The total flow
per unit cross-sectional area is uo, the sum of uB, the flow carried by bubbles,
and uD, the dense-phase flow. The actual bubble velocity, b, is much higher
than uB, but the value of b is not needed here.
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FIGURE 9.8 Two-phase model for fluid-bed reactor.
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Model I: Plug Flow in Both Phases

The bubbles are assumed to contain no catalyst, so the concentration change
comes only from transfer of reactant to the dense phase:

�uB dCB ¼ KðCB � CDÞdl ð9:11Þ
In terms of the fraction conversion in each phase,

CB ¼ COð1� xBÞ
CD ¼ COð1� xDÞ

So Eq (9.11) becomes

dxB
dl

¼ K

uB
ðxD � xBÞ ð9:12Þ

The equation for the dense phase includes the gas interchange term
and a reaction term, where �b is the average density of the expanded bed. A
first-order irreversible reaction is assumed:

�uD dCD ¼ k�bCD dl � KðCB � CDÞdl ð9:13Þ
or

dxD
dl

¼ k�bð1� xDÞ
uD

� K

uD
ðxD � xBÞ ð9:14Þ

Solutions for Eqs. (9.11) and (9.13) have been presented [5,14], but
they are rarely used. For catalytic reactors operating with uo >> umf , the
flow through the dense phase is small enough to be neglected; in Model II,
uB is assumed equal to uo.

Model II: Plug Flow in Bubble Phase, No Flow or Mixing in
Dense Phase

The equation for the bubble phase is similar to Eq. (9.12), but uo replaces uB:

dxB
dl

¼ K

uo
ðxD � xBÞ ð9:15Þ

For the dense phase with no mixing, the interchange rate is equal to the
reaction rate:

KðxD � xBÞ ¼ k�bð1� xDÞ ð9:16Þ

xD ¼ k�b þ KxB
K þ k�b

ð9:17Þ

Using this value of xD in Eq. (9.15) gives
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dxB
dl

¼ K

uo

k�bð1� xBÞ
K þ k�b

ð9:18Þ

The terms K and k�b are for mass transfer and reaction in series, and
they can be combined to give an overall rate coefficient Ko:

1

K
þ 1

k�b
¼ K þ k�b

Kk�b
¼ 1

Ko

ð9:19Þ

Equation (9.18) can then be simplified for integration:

dxB
dl

¼ Ko

uo
ð1� xBÞ ð9:20Þ

ln
1

1� xB
¼ ln

1

1� x
¼ KoL

uo
ð9:21Þ

or

x ¼ 1� e�KoL=uo

Equation (9.21) is for plug flow in both phases but with negligible flow in the
dense phase, so x ffi xB.

Another way of combining the terms for mass transfer and reaction in
series is to use Nr, the number of reaction units, and Nm, the number of mass
transfer units. The group k�bL=uo is equivalent to kt for a homogeneous
reaction and is called the number of reaction units. The group KL=uo is the
number of mass transfer units and is equivalent to the NTU in mass transfer
operations such as gas absorption. Using Eq. (9.19), these terms can be
combined to give N, the overall number of units for mass transfer and reac-
tion:

1

N
¼ 1

Nr

þ 1

Nm

¼ 1

KoL=uo
ð9:22Þ

where

Nr ¼
k�bL

uo

Nm ¼ KL

uo

Then Eq. (9.21) can be written as

x ¼ 1� e�N ð9:23Þ
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Model III: Plug Flow in Bubble Phase, Complete Mixing in
Dense Phase

When there is plug flow in the bubble phase, complete mixing in the dense
phase, and all gas flows through the bubble phase, Eq. (9.12) is integrated
with uB ¼ uo and a constant value for xD:

ln
xD

xD � xB

� �
¼ KL

uo
ð9:24Þ

The total reactant transferred to the dense phase equals the amount con-
sumed:

ðL
0

K xD � xBð Þdl ¼ k�bLð1� xDÞ ð9:25Þ

Substituting from Eq. (9.24) and integrating gives

1

xD
¼ uo

k�bL
1� e�KL=uo þ k�b

L

uo

� �
ð9:26Þ

The conversion for the bubble phase, which is the same as the overall
conversion, is given by an equation similar to Eq (9.21), but the exponential
term includes K rather than K0, and the limiting conversion is xD rather
than 1.0:

xB ¼ x ¼ xDð1� e�KL=uoÞ ð9:27Þ
The conversions for Model II and Model III are compared in Figure 9.9.

When Nm is small—say, 0.5–2.0– and –Nr ^ 3, the conversion is lim-
ited by the rate of mass transfer between bubbles and the dense phase, and
increasing Nr to high values has little effect on the conversion. Under these
conditions, it makes little difference whether the dense phase is well mixed or
not. This makes it easier when fitting data from small lab reactors to Model
II or III, since the value of K obtained is almost the same. However, when
predicting the performance of a tall reactor, where Nm ^ 5, there is a large
difference in conversion between the plug-flow and perfect-mixing models.
With Model III, the conversion can never exceed that for a completely
mixed reactor, whereas for Model II, a large value of Nm means only slightly
lower conversion than for ideal plug flow.

Model IV: Axial Dispersion in Dense Phase

This model allows for partial mixing in the dense phase using an effective
axial diffusivity, Dea. The model is based on plug flow for the bubble phase
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and no flow through the dense phase. The equation for the bubble phase is
the same as for Models II and III:

dxB
dl

¼ dx

dl
¼ K

uo
ðxD � xBÞ ð9:28Þ

The equation for the dense phase is

KðCB � CDÞ þDea

d2CD

dl2
¼ k�bð1� xDÞ ð9:29Þ

The conversion now depends on three dimensionless variables: Nr ¼
k�bL=uo, Nm ¼ KL=uo; and a modified Peclet number, Pe 0 ¼ uoL=Dea.
DeVries and coworkers [12] used this model to predict the conversion for
the Shell Chlorine Process, the high-temperature oxidation of HCl in a
fluidized bed. This is a very fast reaction that is limited by mass transfer
and mixing rates, as shown in Figure 9.10. When Nr >> Pe 0 and Pe 0 ^ 2Nm,
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FIGURE 9.9 Conversion for first-order reaction in a fluidized bed.
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FIGURE 9.10 Effect of axial mixing and gas interchange on conversion in a
fluidized bed. (From Ref. 12.)

the gas interchange rate is the limiting factor, and the conversion is about
the same as for plug flow in the dense phase (Model II).

In an earlier paper by May [15], flow through the dense phase was
allowed for as well as axial dispersion and gas interchange. This gives four
dimensionless parameters and a complex cubic equation for the solution.
However, for typical conditions with cracking catalyst, uo >> umf and the
effect of dense-phase flow is negligible. A few examples were presented for
moderate values of Nr, Nm, and Pe 0 using mass transfer parameters obtained
for large-diameter reactors. The conversions predicted for Nm ¼ 10 and
Pe 0 ¼ 5:3 are compared with those for ideal plug flow and a completely
mixed reactor in Figure 9.11. The conversions are about the same as
those predicted for Model II with Nm ¼ 6:0. Although for this example
the conversion is midway between the values expected for plug flow and
for perfect mixing, May reported that the conversions are generally closer to
those for plug flow than for perfect mixing.

THE INTERCHANGE PARAMETER K

In many laboratory studies of catalytic reactions in fluid beds, two-phase
models have been used to obtain values of K from the conversion data. Test
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reactions include the decomposition of ozone [16–18] and the hydrogenation
of olefins [6], which are irreversible first-order reactions. The cracking of
cumene to propylene and benzene has also been studied [5,7], but this is a
reversible reaction with complex kinetics, which makes interpretation of the
results more difficult. Several of these studies were carried out in short,
small-diameter beds with conversions less than for a completely mixed reac-
tor. For these conditions or for other tests with less than about 50% con-
version, it makes little difference which model is used to get K , since the gas
interchange rate is the limiting factor. Note the small difference between the
conversion plots for zero mixing and complete mixing in the dense phase in
Figure 9.9 for Nm @ 2. The reported values of K in these early studies
ranged from 0.05 sec�1 to 1 sec�1, with no consistent trends, and no general
correlation has been presented. Others studies of reactions in larger-dia-
meter and taller beds gave conversion between the values for plug flow
and for perfect mixing. Although the degree of mixing is now more impor-
tant for the interpretation of results and the choice of model, the data are
more useful for understanding the performance of industrial reactors. Data
from a few studies were analyzed to obtain K values based on Model II. The
values shown in Figure 9.12 are for beds at least 0.1 m in diameter with type
A catalyst operated at velocities of at least 0.1 m/sec, far above the
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FIGURE 9.11 Conversion predicted for a typical reactor based on the two-phase
model of May [15].
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minimum fluidization velocity. The method of calculating K is illustrated
in Example 9.1

Example 9.1

The decomposition of ozone was studied in a fluidized bed 0.1 m in diameter
using different samples of fluid cracking catalyst [16,19]. Some data for
catalyst with a broad size distribution and a mean particle size of 60 �m
are given in Table 9.1. Use Model II to calculate the values of K .

Solution. Use Eqs. (9.21) and (9.19). For the first run
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FIGURE 9.12 Gas interchange coefficients derived from kinetic tests and tracer
tests.

TABLE 9.1 Data for Example 9.1

uo ;m=sec 0.1 0.3 0.5 0.75 0.95 1.15

x 0.923 0.872 0.846 0.775 0.728 0.664

h

ho
1.26 1.44 1.66 2.0 ~2.3 ~2.7

W ¼ 5 kg, �m ¼ 0.456, ho ¼ 0:75 m, kr ¼ 4:45 sec�1 based on particle

volume.
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ln
1

1� 0:923
¼ 2:56 ¼ KoL

uo

L ¼ 0:75ð1:26Þ ¼ 0:945 m

Ko ¼
2:56ð0:1Þ
0:945

¼ 0:271 sec�1

For k�b, the rate constant per unit volume of bed, the particle fraction in the
expanded bed is needed:

1� � ¼ 1� 0:456

1:27
¼ 0:432

k�b ¼ 4:45ð0:432Þ ¼ 1:92 sec�1

1

K
¼ 1

Ko

� 1

k�b
¼ 1

0:271
� 1

1:92

K ¼ 0:316 sec�1

Results for the other runs are shown in Table 9.2 and are plotted in Figure
9.12.

The values for the highest velocities are uncertain because the bed
height data were extrapolated. In some other studies, K may have been
based on the initial bed height or volume, which makes the values larger,
but it is not always clear which basis was used.

Figure 9.12 shows that K increases almost in proportion to the gas
velocity. In the bubbling regime, higher velocity means more bubbles and
more frequent coalescence. The increase in K continues in the turbulent
regime, where there is no longer a distinct bubble phase but there are con-
centration differences between the regions of high and low bed density. The
value of K should not depend on k, and the differences shown in Figure 9.12
indicate a weakness in the simple model. The data of Massimilla [20] are for
acrylonitrile synthesis in a 15.6-cm reactor using catalyst with dp ¼ 56�m,
and they also show a strong effect of velocity. The higher K values for the
shorter bed might be due to more reaction in the freeboard region, which is
not accounted for in the simple model.
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TABLE 9.2 Results for Example 9.1

u;m=sec 0.1 0.3 0.5 0.75 0.95 1.15
K ; sec�1 0.316 0.86 1.56 1.96 2.27 2.01
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The particle size distribution, or PSD, has long been known to affect
the performance of fluid-bed reactors. A broad PSD is better than a narrow
one, and it is particularly important to have a large amount of fines, gen-
erally defined as particles smaller than 44 microns (325-mesh screen open-
ing). The amount of fines influences the average bubble size, the gas
interchange rate, and the axial dispersion. When the percentage fines is
too low, the bed does not fluidize smoothly and large bubbles or slugs are
more frequent. Fines are produced continuously by attrition in fluidized
beds, but they are entrained at a high rate, and some escape the cyclone
collection system. In catalytic cracking units, high-velocity jets are some-
times used to increase the rate of attrition and help maintain a suitable fines
concentration.

In a study of acrylonitrile synthesis in a 0.5-m � 9-m reactor, Pell and
Jordan [21] found a steady increase in conversion as the fines concentration
was increased from 23% to 44%. The effect was more pronounced at a
velocity of 0.38 m/sec than at 0.66 m/sec, and the optimum fines concentra-
tion was about 40%. A strong effect of size distribution was also demon-
strated in the ozone decomposition tests of Sun and Grace [16]. For the
same average particle size (60 �m), a wide PSD gave significantly higher
conversion than a narrow PSD, as shown in Figure 9.13. The study covered
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FIGURE 9.13 Effect of particle size distribution on ozone conversion in a fluidized
bed. (Data from Ref. 16.)
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velocities of 0.1–1.7 m/sec; the benefit of the broad PSD was greater at the
intermediate velocities.

The type of gas distribution plate can have a significant effect on
reactor performance, particularly for short laboratory reactors. A sintered
porous metal plate gives higher conversion than a wire screen or a perfo-
rated plate [7,17,21]. With the porous plate, small bubbles are formed near
the bottom of the bed, and they grow larger by coalescence as they rise.
With a perforated plate, gas enters as jets, which form moderate size bubbles
as they break up. The porous plates have too much pressure drop to be
suitable for large reactors, and sieve plates, bubble-cap plates, or grids of
pipes with multiple orifices are generally used. A satisfactory distributor has
a great many holes and moderate pressure drop to ensure even gas distribu-
tion [22]. With a good distributor, the rate of gas exchange is greater near
the gas inlet, though the overall effect may be small for beds that are one to
several meters tall.

To allow for changes in the parameters with height, the two-phase
model can be applied to sections of the reactor, as was done by Pell and
Jordan [21]. They extended Model II by including a grid region, where mass
transfer is rapid, the major part of the bed, and the freeboard region, where
the catalyst density is low but there is better contact between the catalyst
and the gas. At the high velocities used, about 20% of the catalyst was in the
freeboard region. Parameters for this three-part model were determined by
trial and error, but the values were not reported. Perhaps the large effect of
fines concentrations is partly due to having more of the catalyst in the
freeboard region.

MODEL V: SOME REACTION IN BUBBLES

A weakness of the previous two-phase models is that they are based on no
reaction in the bubble phase, and they predict a limiting conversion as Nr

becomes very large. Because catalyst in the cloud is contacted by gas circu-
lating in the bubble phase, and catalyst rains down through bubbles as they
split up or coalesce, there should be no limit to the conversion other than a
thermodynamic limit. A model allowing for some catalyst in the bubbles
was presented by Lewis, Gilliland, and Glass [6]. The fraction of the catalyst
that contacts bubble gas is called a: For negligible flow and no mixing in the
dense phase, the equation for the bubble phase is

dxB
dl

¼ KðxD � xBÞ
uo

þ ak�bð1� xBÞ
uo

ð9:30Þ

The material balance for the dense phase is
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k�bð1� aÞð1� xDÞ ¼ KðxD � xBÞ ð9:31Þ
The solution of these equations for plug flow in the bubble phase is

ln
1

1� xB
¼ ln

1

1� x
¼ k�bL

uo
aþ Kð1� aÞ

K þ k�bð1� aÞ
� �

ð9:32Þ

or

ln
1

1� x
¼ NraþN 0ð1� aÞ ð9:33Þ

where

1

N 0 ¼
1

Nm

þ 1

Nr

ð1� aÞ

This model was fitted to the data for hydrogenation of ethylene in a 2-
inch fluidized bed to give values of a and K (K ¼ F in Ref. 6). The values of
a ranged from 0.04 to 0.16, increasing with gas velocity. These values are
higher than what would be predicted based on bubble and cloud sizes. The
values of K ranged from 0.3 to 0.8 sec�1 and showed an unexpected decrease
with increasing gas velocity. Although allowing for some reaction in the
bubble phase is realistic and doesn’t make the model very complicated,
most workers have ignored this effect and either used the simple models
with one empirical parameter, K , or made the models more complex by
adding axial dispersion or by writing separate equations for different sec-
tions of the reactor.

AXIAL DISPERSION

Although axial mixing decreases the reactor conversion by lowering the
average reactant concentration, it is difficult to determine Dea, the dispersion
coefficient, by using the results of kinetic tests, since the conversion is also
dependent on the gas interchange parameter. Conversion data that fall
between the limits of plug flow and perfect mixing can generally be fitted
by various combinations of Dea and K . It might seem that measuring the
concentration profile in the dense phase of a bubbling bed would be the
approach to take, since the profiles for the limiting cases are so different, as
illustrated in Figure 9.6. However, the velocity in the dense phase is very
low, and a sample probe may draw in gas from a wide region that includes
some bubbles. Also, the probe acts as a filter, and catalyst stuck to the probe
increases the conversion of the gas being sampled. This method has not yet
led to reliable values of Dea; but with better probes, it might be useful.
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Most published values of Dea have come from some type of tracer test.
In early tests by May at Esso Research with FCC catalyst, a pulse of radio-
active solid was injected at the top of the bed, and scintillation counters were
used to monitor the solids mixing rate [15]. Curves showing the approach to
equilibrium at different depths were compared with theoretical mixing
curves to get the best value of Dea. The gas-mixing rate in the dense phase
was assumed to equal the solids-mixing rate, which seems reasonable
because of the very low velocity in the dense phase. Values of Dea from
May’s tests at uo ¼ 0:8 ft/sec (0.24 m/sec) are plotted in Figure 9.14. The
effect of bed diameter on Dea was attributed to an increase in average bubble
size, and Dea was estimated to level off at about 6 ft2/sec (0.56 m2/sec) for
D ¼ 20 ft (6 m).

De Groot also used the tagged-solids method to measure Dea in beds
of silica with either a broad or narrow PSD [23]. For the broad-range
silica, which is similar to cracking catalyst, the values of Dea at 0.2 m/sec
were about the same as at 0.1 m/sec, and the average values are shown in
Figure 9.14. For the largest bed, De Groot’s value of Dea was only half
that reported by May, though there was fair agreement for the smaller
diameter. For silica with a narrow size distribution, which did not fluidize
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FIGURE 9.14 Effect of bed diameter on axial dispersion coefficient.
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smoothly, values of Dea (not shown in Figure 9.14) were several-fold
lower.

The top line in Figure 9.14 is taken from the paper by De Maria and
Longfield [24], who studied gas mixing in laboratory and commercial reac-
tors. They used He and CO2 tracers and found that Dea was proportional to
uo and increased strongly with D. Their values of Dea are greater than those
of May and do not appear to level out at high D. However, in analyzing the
tracer response data, they used a one-dimensional model, which does not
account for bubble–dense bed interchange and therefore overestimates the
diffusivity in the dense phase. The lowest values of Dea in Figure 9.14 are
from Shell Oil for FCC catalyst [8], and for small beds, Dea increases rapidly
with increasing D.

A few other mixing studies are reviewed by Pell [22], but most are for
small beds, and no general correlation has been presented. It is clear that Dea

increases with bed diameter and is very dependent on particle size distribu-
tion. However, the effect of gas velocity is uncertain, since some work shows
that Dea goes through a maximum with increasing velocity, while others
show either a proportional increase or almost no effect of velocity. This
makes it hard to select an appropriate value to use in analyzing pilot studies
or for design. It also provides some justification for using simpler models
based on plug flow or complete mixing.

For tall beds operated at high velocity, the conversion may be close
to that predicted by Model II in spite of a high value of Dea. For example,
if D ¼ 1:5 m, L ¼ 6 m, and uo ¼ 0:5 m/sec, Dea is estimated as 0.3 m2/sec
from Figure 9.14. Then Pe 0 ¼ uoL=Dea ¼ 0:5ð6Þ=0:3 ¼ 10, and the impor-
tance of axial dispersion can be estimated using the solution given in
Chapter 6 for reaction plus dispersion in a fixed bed. Figure 6.12 shows
that for Pe 0 ¼ 10, the conversion is only a few percent less than for plug
flow and a similar error is expected if axial diffusion is neglected in mod-
eling the fluid-bed reactor. When Model II is used to estimate the conver-
sion, the values of K should be derived from experimental data using the
same model, as was done for Figure 9.12. These effective values of K are
lower than the ‘‘true’’ values obtained using a more complex model, such
as Model IV or Model V.

If Nm, the number of mass transfer units, is quite large and there is
little concentration difference between the bubbles and the dense phase, then
axial mixing may be the most important factor determining the departure
from ideal-flow performance. Then the conversion could be estimated from
Figure 6.12 using Pe 0 based on the effective Dea obtained from kinetic tests.
The ‘‘true’’ Dea from solids-mixing experiments is lower than the effective
Dea, since the latter must also account for the effect of neglecting the gas
interchange parameter.
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SELECTIVITY

For consecutive reactions where the intermediate is the desired product, the
local selectivity and the maximum yield are decreased because of the con-
centration differences between the bubble phase and the dense phase.
Consider the simple case of two first-order reactions in series, and assume
Model II is applicable:

A �!1 B �!2 C

S ¼ r1 � r2
r1

¼ 1� r2
r1

¼ 1� k2CB

k1CA

ð9:34Þ

The concentrations at an intermediate position in the bed are sketched in
Figure 9.15. In the modeling studies, attention was focused on the concen-
tration of reactant A, which always has a lower value in the dense phase
than in the bubbles. The concentration of B is higher in the dense phase than
in the bubbles, and the difference is only slightly less than for A if the
selectivity is high. The combination of low CA and high CB decreases the
selectivity. The loss in yield is greater for low values of the interchange
parameters, as shown for a particular example in Figure 9.16. The effect
of axial mixing on selectivity was predicted by De Maria et al. [25], who
studied the partial oxidation of naphthalene. As expected, high dispersion
coefficients or lower Peclet numbers decreased the maximum yield of phtha-
lic anhydride.
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FIGURE 9.15 Concentration gradients affect selectivity with consecutive reactions.
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HEAT TRANSFER

Heat transfer to or from a fluidized bed can be accomplished with an exter-
nal jacket or with bundles of horizontal or vertical tubes immersed in the
bed. The heat transfer coefficients are generally higher than for packed-tube
reactors and many times greater than for gas flow at the same velocity in a
reactor with no solids. The high coefficients are due to the violent and erratic
motion of the solids, which is characteristic of vigorously bubbling beds or
beds operating in the turbulent regime.

With an exothermic reaction in the bed, clusters or packets of hot
solid come in contact with the cooler surface of the wall or the tubes, and
they give up some of their heat in the short time before they are swept
away. A model based on the penetration theory of unsteady-state heat
transfer and some supporting data were presented by Mickley and
Fairbanks [26]. The average coefficient is predicted to vary with the square
root of the thermal conductivity, density, and heat capacity of the clusters
and inversely with the square root of the average contact time. The frac-
tion of the surface in contact with clusters is taken to be (1� �), where �
is the volume fraction bubbles in the bed. Heat transfer to the bare surface
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FIGURE 9.16 Effect of gas interchange on yield for consecutive reactions in a fluid
bed.
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is assumed negligible because of the low conductivity of the gas. These
assumptions lead to

h ¼ 2ð1� �Þ ke�bcp
��

� �0:5

ð9:35Þ

where

ke ¼ effective conductivity of the clusters

�b ¼ density of the dense phase

cp ¼ heat capacity of the solid ðcontribution of gas heat capacity is

negligibleÞ
� ¼ contact time for clusters at the surface

The average contact time cannot be predicted, but it would be
expected to depend on the particle type and size, the gas velocity, the size
and arrangement of the tubes, and perhaps the bed dimensions. However,
the theory does help explain some of the experimental results, and it is a
guide in the development of empirical correlations. Only a few studies are
reviewed here, to show the major trends and typical coefficients for fine
solids.

Film coefficients reported by Beeby and Potter [27] for a 1-inch hor-
izontal tube in beds of type A solids are shown in Figure 9.17. For fine sand
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FIGURE 9.17 Heat transfer in fluidized beds.
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fluidized with air, the coefficient first goes up sharply with increasing velo-
city and then changes more gradually, reaching a maximum at 0.3–0.4
m=sec. The initial increase is due to more and bigger bubbles, which causes
more violent solids motion, but this is eventually offset by the lower bed
density and the greater chance that gas will cover the surface. The lower
coefficients for FCC catalyst are probably due to the lower bed density and
lower conductivity of the porous solid. The fact that the maximum coeffi-
cient occurs at a relatively low velocity may be due to greater bed expansion
with the FCC catalyst.

The data in Figure 9.17 for sand show about a 15% increase in coeffi-
cient for a temperature change from 1108C to 1808C. This increase is greater
than predicted by Eq. (9.35), since the change in gas conductivity is only
15% and ke changes more slowly with T than does kg. The values of ke can
be estimated from the gas and solid conductivities using the method shown
in Chapter 5 (see Figure 5.16). A better check on the penetration theory is
afforded by data for beds fluidized with argon, air, or helium [26] to give a
wide range of bed properties. At a given velocity, the coefficients increased
with the 0.52–0.55 power of the bed conductivity, in good agreement with
theory. To predict coefficients for gas mixtures at reaction conditions, test
could be made with air at moderate temperature and corrected using Eq.
(9.35). For temperatures of 3008C or higher, the radiation contribution to ke
is significant and can be evaluated using Eqs. (5.68) and (5.69).

There have been a great many studies of heat transfer in fluidized beds
of large particles, which are important for the design of fluid-bed boilers.
The maximum coefficients are lower than with type A solids, and some
experiments show a gradual decrease in h with increasing dp and a minimum
h at dp ¼ 2–3 mm [28]. Extensive data are presented in books [29,30] and in
the proceedings of the Engineering Foundation Conferences on
Fluidization.

COMMERCIAL APPLICATIONS

The first major application of fluidization technology was the fluid-bed
catalytic cracking (FCC) process introduced during World War II. Heavy
oil vapors are cracked to gasoline and fuel oil plus low-molecular-weight
paraffins and olefins by contact with very hot particles of fine zeolite–silica–
alumina catalyst. The catalyst provides energy for vaporization of the feed
and for the endothermic reactions. A few percent of the feed forms carbo-
naceous deposits on the catalyst, rapidly decreasing its activity, so frequent
regeneration is necessary. Spent catalyst is continuously removed from the
reactor and sent to the regenerator, where air is introduced to burn off the
‘‘coke,’’ reheat the catalyst, and restore its activity.
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In early versions of the FCC process, the reactor and regenerator were
fluidized beds placed side by side. Catalyst from the reactor passed down by
gravity through a stripper, where upflowing steam displaced the hydrocar-
bon vapors and maintained the solid in a fluidized state. The catalyst then
flowed in a transfer line to a point below the beds, where it was picked up by
the air stream and carried into the regenerator. Catalyst from the regenera-
tor flowed through another transfer line to a tee, where it joined the oil feed
and passed up into the reactor.

Other versions of FCC units had different methods of controlling the
solid flow between reactors; in one ‘‘single-vessel’’ unit, the reactor was
placed on top of the regenerator. However, the biggest change came after
the introduction of very active zeolite catalysts and the realization that much
of the cracking took place in the transfer line carrying catalyst into the
reactor. Current designs feature a riser reactor, a tall, large-diameter pipe,
where all the cracking occurs as catalyst particles are carried upward at high
velocity by the oil vapors. (More details of the riser reactors are given in
Chapter 10.) The gas–solid suspension is discharged through cyclones into a
vessel that serves as a stripper and a feed reservoir for spent catalyst. The
regenerator is a large reactor (up to 18 m in diameter) with a bed depth of
10–15 m, and it is often the largest vessel in the refinery. Figure 9.18 shows
an FCC unit designed with a riser reactor. Some steam or lift gas is fed to
the bottom of the riser to maintain fluidization until the feed oil is vapor-
ized. Gas and solid exit the riser horizontally through swirl nozzles that
make some of the solids drop out prior to the cyclones. Steam is introduced
at several points in the multistage stripper to maximize hydrocarbon
removal.

The regenerator is operated in the turbulent regime at superficial
velocities of 0.3–1.0 m/sec, over 100 times the minimum fluidization velo-
city. Entrainment of fines is severe, and the top of the regenerator is
crowded with many sets of two-stage cyclones (only one set is shown in
Figure 9.18). The cyclones recover over 99.99% of the entrained solids,
which are returned to the bed through dip legs discharging below the top
of the bed. Most of the oxygen is consumed in the reactor, but the catalyst
is not completely regenerated. Because of solids mixing, there is a wide
distribution of residence times and a corresponding distribution of carbon
content on the catalyst particles. Typically, over 90% of the carbon is
burned off. Two-stage regenerators are used in some refineries to provide
greater control over the degree of regeneration and the off-gas com-
position.

A variety of reactor models have been proposed for the regenera-
tor, including two-phase models, a perfectly mixed reactor, and two or
three mixers in series [31]. These models have been combined with a
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plug-flow model for the riser reactor to predict the dynamic response of
the FCC unit and to devise control strategies. It is difficult to determine
the best model for the regenerator because of uncertainty in the kinetics
as well as in the fluidization parameters. Both CO and CO2 are pro-
duced as the coke burns, and some CO is oxidized in the gas phase.
The rest of the CO can be burned later to generate steam. Oxidation of
CO above the bed can lead to large, undesirable temperature increases,
and some catalysts are promoted with platinum to favor CO oxidation
in the bed.

The production of phthalic anhydride by partial oxidation of naphtha-
lene was carried out in fluid-bed reactors for many years, and performance
data for industrial scale reactors are available [25,32,33]. There are several
steps in the overall reaction, and rate constants for the following scheme
have been presented [25]. Parallel paths convert naphthalene, NA, directly
to phthalic anhydride, PA, and indirectly to PA via a naphthoquinone
intermediate, NQ. Some phthalic anhydride is further oxidized to maleic
anhydride, MA, and to CO and CO2:
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FIGURE 9.18 Modern FCC unit.
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Steps 1 and 2 are first order to naphthalene and to oxygen; but with
excess air, they can be treated as pseudo-first-order and combined to give a
first-order rate constant for naphthalene conversion. This offers a chance to
test various fluid-bed models that have been developed for first-order reac-
tions. Johnson and coworkers [33] compared the conversions and yields
predicted by three different single-bubble models with data provided by
Badger Engineers, Inc. Although the predicted PA yields of 86–88% were
close to the measured value of 89%, the calculated outlet naphthalene con-
centrations were 2.13, 1.28, and 0.14% of the feed concentration, whereas
the actual concentration was too low to measure and was probably less than
0.01% of the feed. As pointed out by Bolthrunis [32], the large differences in
the predicted and actual amounts of unconverted naphthalene indicate that
the bubble models are not relevant for commercial reactors, at least for
those operating at moderate to high velocity.

The two-phase model can be tested using the Badger data and empiri-
cal values of the interchange parameter. In the following example, Model II
is chosen, since the K values in Figure 9.12 were calculated using the same
model.

Example 9.2

Operating conditions for naphthalene oxidation are given. Use Model II to
predict the fraction of naphthalene unconverted.

Reactor: D ¼ 2:13 m;L ¼ 7:9 m ðexpanded bedÞ
Catalyst: dp ¼ 53 �m; 28% < 44�m

umf ¼ 0:077 cm=sec

umb ¼ 0:5 cm=sec

�bulk ¼ 770 kg=m3; �m ¼ 0:44

�b ¼ 350 kg=m3 ðexpanded bedÞ
Reaction at 636 K, 266 kPa:

k1 ¼ k2 ¼ 1:8 sec�1; based on particle volume

uo ¼ 0:43 m=sec

Co ¼ 2%
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Solution.

k ¼ k1 þ k2 ¼ 3:6 sec�1

1� � ¼ ð1� 0:44Þ 350

770

� �
¼ 0:255

Corrected k ¼ 3:6ð0:255Þ ¼ 0:918 sec�1; based on bed volume

Nr ¼
kL

uo
¼ 0:918ð7:9Þ

0:43
¼ 16:9

From Figure 9.12, at 0.43 m/sec, K ¼ 0:7–1.2 sec�1. Choose K ffi 0:8 sec�1:

Nm ¼ KL

uo
¼ 0:8ð7:9Þ

0:43
¼ 14:7

1

N
¼ 1

Nm

þ 1

Nr

¼ 1

14:7
þ 1

16:9

N ¼ 7:86

1� x ¼ e�7:86 ¼ 3:9� 10�4

If CO ¼ 2%;

Cout ¼ 2ð3:9� 10�4Þ ¼ 7:8� 10�4% ¼ 8 ppm

The bed described in Example 9.2 was probably operating in the tur-
bulent fluidization region, since the bed height was over twice the initial
value. Therefore it would have been surprising if the bubble models had
been adequate. Even for beds operating at somewhat lower velocity in the
bubbling bed region, the two-phase model, with an empirical correlation for
K; is expected to give a better prediction of reactor performance than the
single-bubble models.

The use of fluidized beds for gas-phase polymerization started in 1968
with the UNIPOLTM process, which was developed by Union Carbide to
make high-density polyethylene. This process has now been adapted to
produce other grades of polyethylene as well as polypropylene and various
copolymers. The fluid bed is composed of porous particles, which are aggre-
gates of polymer containing fine grains of titanium, chromium, or other
metal catalyst. Polymerization takes place at the polymer–catalyst interface,
and the particles grow larger over a period of several hours. Some of the
polymer is withdrawn continuously or at intervals to maintain the bed
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inventory, and catalyst is added to make up for what is lost in the product.
The catalyst content of the product is small enough (about 0.01%) so that it
does not have to be removed. Typical reaction conditions are 90–1108C, a
pressure of 10–30 atm, and a conversion of 2–5% per pass, with a large
recycle ratio [34]. A flow diagram is shown in Figure 9.19.

The fluidization conditions and design problems for polymer produc-
tion are different from those for catalytic cracking or partial oxidation. The
average size of the polymer particles is 300–500 microns, and the bed is
operated at gas velocities only 2–5 times umf . The particles are of the class
B type and show no region of particulate fluidization. Large bubbles are
formed, up to 0.7 m in diameter [35], and lab or pilot-plant reactors often
operate in the slugging regime. Commercial reactors are 2–6 meters in dia-
meter, and they operate in the bubbling or turbulent regime. In spite of these
differences, scaleup is not a problem as far as conversion is concerned. A
low conversion is typical, because a high gas flow is needed to keep the bed
fluidized and to facilitate heat removal. With little or no diluent in the feed
and less than 5% conversion, there is essentially no difference between the
gas in the bubbles and the gas in the dense phase, so gas interchange and
axial mixing of the gas are not important. In some reactors, hydrogen is
added to the feed to control the molecular weight, but the amount used is
too low to introduce mass transfer effects.
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FIGURE 9.19 Fluid-bed polyolefin reactor.
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The polymerization is quite exothermic, and heat must be removed to
control the reactor temperature. This is usually done with an external
cooler, since heat exchanger tubes in the bed might become coated with
polymer. Close control of temperature is important, since local hot spots
can lead to softening or melting and formation of large aggregates [36]. For
large reactors, the rate of polymer production may be limited by the rate of
heat removal. An increase in capacity can be achieved by cooling all or part
of the recycle gas below the dew point so that the feed gas has suspended
droplets of liquid [37]. The droplets evaporate on contact with the polymer
particles and provide additional cooling.

NOMENCLATURE

Symbols

a fraction of catalyst in bubbles
C reactant concentration
CB reactant concentration in bubbles
CD reactant concentration in dense phase
CO reactant concentration in feed gas
D diameter
Db diameter of bubble
DAB molecular diffusivity
Dea effective axial diffusivity
dp particle diameter
dp average particle diameter
g gravitational constant
h bed height
ho initial height
K interchange coefficient, sec�1 or ft3 gas/sec, ft3 bed
Ko overall coefficient
k reaction rate constant
L bed length
l distance
N Overall number of units for mass transfer plus reaction
Nm number of mass transfer units, KL=uo
Nr number of reaction units, k�bL=uo
P pressure
�P pressure drop
Pe 0 Peclet number, uoL=Dea

S selectivity, cross-sectional area
uo superficial velocity
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uc critical velocity for turbulent fluidization
umf minimum fluidization velocity
umb minimum bubbling velocity
uB flow carried by bubbles per unit cross section
uD dense-phase flow per unit cross section
b bubble velocity
t terminal velocity
x fraction conversion
xB fraction conversion in bubbles
xD fraction conversion in dense phase

Greek Letters

� volume fraction bubbles in bed
� coefficient in Eq. (9.10)
� void fraction
�m void fraction at minimum fluidization
� viscosity
� density
�b density of bed
�p density of particles
�s density of solid
�bulk density of settled bed
� shape factor

PROBLEMS

9.1 Microspheroidal catalyst particles with a mean size of 70 microns
and a particle density of 0.9 g/cm3 are fluidized with air at 1 atm and 1208C.

a. Predict umf and umb assuming �m ¼ 0:45:
b. Predict the bed expansion in the region of particulate fluidiza-

tion, and plot h=ho versus uo.
c. What is the bed density in lb/ft3 and in kg/m3 at umf and at umb?

9.2 A fluidized bed for flue-gas cleaning uses 1=16-inch Al2O3 spheres
impregnated with a catalyst. The bed is operated at 1.1 atm and 4008C, and
the particle density is 1.25 g/cm3.

a. Predict the minimum fluidization velocity.
b. Estimate the bed expansion at uo ¼ 3 umf for different assumed

bubble sizes.
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9.3 The ozone decomposition reaction was studied in an 18-inch-
diameter fluidized reactor [17]. With 68-�m particles and a sintered-plate
distributor, the conversion was approximately the same as predicted for a
perfectly mixed reactor, though for the same Nr, the conversions were some-
what dependent on gas velocity, as shown in Table 9.3. The initial bed
height was 2.17 feet.

a. Use the simple two-phase model to calculate the gas interchange
coefficients and compare with values in Figure 9.12.

b. How would the values of K change if allowance were made for
gas flow in the dense phase?

c. How would the values of K change if some allowance were made
for axial dispersion?

9.4 The catalytic cracking of cumene to propylene and benzene was
studied at 8008F using a fluidized bed 3 inches in diameter [7]. The silica–
alumina catalyst had 13% Al2O3 and a BET surface of 490 m2/g. The 100-
to 200-mesh fraction of the catalyst was used after fluidizing for several
hours to remove fines. The predicted equilibrium conversion was 0.77,
and in many of the fixed bed tests this value was almost reached. With a
porous-plate distributor and 8-inch initial bed height, the conversion was
62% at 0.1 ft/sec and 50% at 0.2 ft/sec. Treating the reaction as pseudo-first-
order, Nr was estimated to be 8.4 for 0.1 ft/sec and 4.2 for 0.2 ft/sec.

a. Estimate the minimum fluidization velocity and the fraction of
the gas passing through the bed as bubbles for these runs.

b. Use Model II or Model III to estimate the gas interchange coef-
ficients. Compare these values with the authors’ coefficients of
130 and 290 hr�1, which were based on Model I.
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TABLE 9.3 Data for
Problem 9.3

u; ft/sec
u

umf

Nr 1� x

0.0472 4 5 0.11
0.0472 4 10 0.08
0.0944 8 5 0.16
0.0944 8 10 0.12
0.146 12 5 0.19
0.146 12 10 0.13
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9.5 For the naphthalene oxidation conditions given in Example 9.2,
what would be the fraction unreacted for operation at 0.2 m/sec or 0.1 m/
sec, about half or one-quarter the normal velocity? Assume the bed expan-
sion is a linear function of the gas velocity.

9.6 The partial oxidation of hydrocarbon A to product B is carried
out with a large excess of air at 3508C. The pseudo-first-order rate constant
k�b is 2.6 sec�1. Product B oxidizes to CO2, but the rate constant is only 0.2
sec�1.

a. For a fixed-bed reactor operating at 1.0 ft/sec, what bed length
gives the maximum yield of B? What is the conversion of A at
this point?

b. For a fluidized-bed reactor, what is the maximum yield and bed
length if uo ¼ 1 ft/sec and mixing in the dense phase can be
neglected?

c. What is the maximum yield if the fluid bed is completely back-
mixed?

9.7 An 8-foot-diameter fluidized reactor is to be designed for a super-
ficial velocity of 1.5 ft/sec and a conversion of 85%. The reaction is first
order and irreversible, and the rate constant based on tests in a small fixed
bed (� ¼ 0:40) is k�b ¼ 0:18 sec�1. The minimum fluidization velocity is 0.03
ft/sec, and the estimated bed expansion is 40% at 1.5 ft/sec.

a. What bed height would be needed for an isothermal fixed-bed
reactor with plug flow of gas?

b. Estimate the bed height for the fluidized reactor if there is neg-
ligible axial mixing in the dense phase, no reaction in the bub-
bles, and a constant value of the interchange parameter.

c. Estimate the required bed height based on the axial diffusion
model and published values of Dax.
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10
Novel Reactors

RISER REACTORS

In modern FCC units, the cracking reaction takes place in a vertical pipe, or
riser, where hot catalyst introduced at the bottom is carried upward at high
velocity by lift gas plus the hydrocarbon vapors formed from the oil feed.
The riser may be 1–2 m in diameter and up to 40 m tall, and the exit vapor
velocity is generally 15–20 m/sec [1], giving a gas residence time of a few
seconds. At the top of the riser, catalyst is recovered by cyclones, stripped
with steam, and sent to the regenerator. A sketch of an FCC unit was shown
in Figure 9.18. The mass flow rate of catalyst in the riser is usually about six
times that of the gas, but the volume fraction of solids in the reactor is quite
small. Over much of the length, the average suspension density is about 50
kg/m3, corresponding to a solids fraction (1� �Þ ffi 0:04, but near the inlet,
where the particles are accelerated, the suspension density may be three to
four times greater [2].

A major advantage of the riser reactor for catalytic cracking is that the
gas and solid move in nearly plug flow, which gives more uniform catalytic
activity and better selectivity than with a bubbling or turbulent fluidized
bed. A riser reactor can be used for other rapid catalytic reactions, such as
the production of acrolein from propylene [3] or the partial oxidation of n-
butane to make maleic anhydride. In DuPont’s butane oxidation process
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[4], some or all of the required oxygen is supplied by lattice oxygen, and the
catalyst is partially reduced in the process. The entrained catalyst is regen-
erated with air in a separate vessel before being returned to the reactor. The
advantages of this process over a single fluidized bed are better control of
the two steps in the process and freedom to use a higher butane concentra-
tion without risk of explosion.

The terms fast fluidized bed (FFB) and circulating fluid bed (CFB) are
also used for upflow reactors where the gas velocity is high and the solids
concentration quite low. However, unlike the riser reactors for catalytic
cracking or butane oxidation, most CFB units return all the entrained solids
to the base of the reactor without any processing step. Particles from the
cyclones are collected in a standpipe, which is kept fluidized at low velocity,
and the solids are sent at a controlled rate to the bottom of the reactor. The
CFB units are used mainly for gas–solid reactions such as the combustion of
coal or other solid fuels and processing of metal ores or other inorganic
compounds. Usually the particles are type B solids, with sizes up to a few
millimeters in diameter, and they may pass through the reactor and cyclone
many times before being consumed or discharged. The gas velocities range
from 2–10 m/sec, somewhat lower than in FCC risers. A great many experi-
mental and modeling studies of CFB reactors are discussed in recent reviews
[5,6], but the fluid dynamics are still not completely understood. Models and
empirical correlations derived for one reactor may give a poor fit when
tested for others solids or flow conditions. A few studies are cited here to
illustrate the general characteristics of riser or CFB reactors, but detailed
models and design procedures are not discussed. The focus is on riser reac-
tors operating with type A catalysts with once-through flow of solid and gas.

Suspension Density

In a riser reactor, the reaction rate depends on the suspension density,
usually expressed in kg/m3. Predicting the density is difficult, because
there are axial and radial density gradients, which may cover a several-
fold range of values. The suspension density is much greater than if the
particles acted independently and had a slip velocity equal to the terminal
velocity. For example, with 60–�m FCC catalyst, t ffi 0:1 m/sec, and if ug ¼
15 m/sec, the particle velocity for the ideal case would be 14.9 m/s, almost
equal to the gas velocity. However, based on tracer studies and density
measurements, FCC risers operate with particle velocities that are much
less than the gas velocity. Experimental results are often expressed as a
slip factor,  , the ratio of actual gas and particle velocities:

 ¼ ug

�p
ð10:1Þ
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A slip factor of 2 is considered typical, but values of  may range from 1.2
to 4, and no reliable correlation is available. For the preceding example, if
 ¼ 2:0; p ffi 8 m/sec, and ug � p ffi 7 m/sec, which is 70 times t. This large
difference is due to the formation of loose aggregates or clusters of particles,
which have much greater terminal velocities than single particles. Theory
shows that a uniform suspension of fine particles in a gas is unstable, and the
particles will tend to form clusters, but the degree of aggregation is not yet
predictable.

The average catalyst density in the suspension is proportional to the
mass flow rate Gs and varies inversely with the particle velocity:

�p 1� �ð Þ ¼ �s ¼
Gs

p
ð10:2Þ

In an FCC unit with Gs ¼ 400 kg/sec, m2 and p ffi 8 m/sec, �s ffi 50 kg/m3.
Since the particle density is about 1200 kg/m3, the average volume fraction
catalyst in the riser would be 50/1200, or 0.042. This is an order of magni-
tude less than the catalyst concentration in a bubbling bed.

In a large riser, the bed density can be determined from pressure
measurements, since the wall friction is small. Above the inlet region, the
pressure drop is proportional to the suspension density:

dP

dL
¼ g�p 1� �ð Þ ð10:3Þ

Near the inlet, the pressure gradient is higher because of the energy needed
to accelerate the solids. The suspension density is also higher, though Eq.
(10.3) is no longer valid when the solids are accelerating [4]. The entry region
can be less than 1 meter or up to several meters in length, depending on the
solids flow rate, the gas rate, and the gas density [7]. For FCC units, the
entrance region is a small fraction of the riser length, but for laboratory
reactors it may be relatively large. Near the top of the riser, the suspension
density gradually increases if the flow direction changes abruptly at the exit
[8,9], as shown in Figure 10.1. The use of a blind tee reduces erosion, since a
pad of solids forms at the top of the tee. Clusters of solids disengage from
the gas and fall back, increasing the density. With a large-radius bend, there
is no change in density near the exit [10].

Radial gradients in solids concentration and solids velocity have been
measured in small laboratory reactors and in a few commercial FCC risers.
Solids move downward at the wall, since the gas velocity is zero, but even at
moderate distance from the wall the solids still move down or are nearly
stationary. The riser has a core where gas and solid move up at high velocity
and an annular region where the solids concentration is high and the solids
are nearly stationary or moving downward. Measurements show a core
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radius, rc, of 0.9R–0.95R, so the core occupies 80–90% of the riser area [9].
In the annulus, the average suspension density is a few times higher than in
the core, but the density is less than in the dense phase of a bubbling bed.
The solids move in strands or clusters and rapidly interchange with solids in
the core, though there is no definite boundary between the core and annulus.
The radial density profile in a commercial FCC riser is shown in Figure 10.2
[11]. The unsymmetrical profile is caused by solids entering at one side of the
riser. It is difficult to get uniform distribution of the feed even where two or
more feed points are used.

Kinetic Models

A number of workers have used core–annulus models for riser reactors
[3,4,8,12]. In the simpler models, all the gas is assumed to flow in the central
core, as shown in Figure 10.3. The core gas velocity is higher than the
superficial velocity by the ratio of total area to core area. The solids in
the core are in clusters that are carried upward at about half the gas velocity.
In the annular region, which contains one-third to one-half the total solids,
there is no net flow of gas or solids, though there may be slight downflow
very near the wall and upflow further away from the wall. There is inter-
change of gas and solid between the annulus and the core. In some models,
this interchange is described using an area-based mass transfer coefficient,
and correlations similar to those for wetted-wall columns have been pro-
posed [3,4]. However, considering the erratic movement of the solids and the
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FIGURE 10.1 Effect of riser exit geometry on suspension density. (After Ref. 10.)
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FIGURE 10.2 Typical radial catalyst density profile in feed riser (From Ref. 11.)

FIGURE 10.3 Core–annulus model for a riser reactor.
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absence of a definite boundary between the core and annulus, it seems likely
that the interchange process is dominated by turbulent movements and not
by molecular diffusion.

The interchange coefficient, kc, has been estimated from the response
to pulse inputs of tracer gas [8,13]. Patience and Chaouki [8] used sand in a
0.083-m riser and reported kc values (their k) that ranged from 0.03 to 0.08
m/sec. The values increased with gas velocity, but with considerable scatter
in the data. White and coworkers [13] used sand and FCC catalyst in a 0.09-
m riser and found kc (their kca) values of 0.05–0.02 m/sec that decreased
with gas velocity. The interchange coefficient kc is based on a unit core–
annulus area and can be converted to a volumetric coefficient K for com-
parison with other models. For kc ¼ 0:03 m/sec, K ffi 1:2 sec�1, which seems
the right order of magnitude based on the values shown in Figure 9.12.
However, if kc is independent of diameter, D, the volumetric coefficient K
will vary inversely with D if rc=R is constant.

More direct evaluation of the interchange coefficient from conversion
measurements would be helpful, but analysis of FCC data is difficult
because of the complex kinetics and large changes in velocity and tempera-
ture in the riser. The ozone decomposition reaction was used as a test reac-
tion by Ouyang and Potter [6]. In a 0.25-m riser with gas velocities of 2–8
m=sec, the overall ozone conversion was only 5–30%, and never was more
than half the conversion predicted for an ideal reactor. Such low conver-
sions are surprising, since a core–annulus model with half the catalyst in the
core would predict considerably higher conversions for any reasonable value
of kc or K . The recommended model to use if more data become available is
the two-phase model of Glass, which was presented in Chapter 9 [Ref. 6 and
Eq. (9.29)]. Parameter a was the fraction of the catalyst in the bubbles and
now becomes the fraction of catalyst in the core region. For a first-order
reaction with plug flow in both regions, the conversion is [Eq. (9.32)].

ln
1

1� x

� �
¼ k�bL

uG
aþ Kð1� aÞ

K þ k�bð1� aÞ
� �

The effect of high catalyst concentrations near the inlet and exit of the
reactor could be allowed for by using separate equations for each section
of the reactor, where a and K might be different.

Axial mixing in commercial FCC risers has been measured using
radioactive argon as a tracer gas and irradiated catalyst particles as a solids
tracer. For a 1.30-m riser and ug ffi 10 m/sec, Viitanen [2] reported Dea was
9–23 m2/sec for the gas phase, with higher values near the top of the riser.
Comparable values for the catalyst were 3–15 m2/sec, but the average par-
ticle velocity was only half the gas velocity, and the residence time distribu-
tion of the catalyst was slightly broader than for the gas. Tracer studies by
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Martin et al. [9] in a 0.94-m riser gave axial dispersion coefficients for the
catalyst of 10–18 m2/sec, in reasonable agreement with other studies.
Although these values of Dea are more than an order of magnitude greater
than those shown in Figure 9.14 for fluidized beds, the high gas velocities
and reactor lengths make the effect of axial dispersion in risers fairly small.
For example, if Dea ¼ 20 m2/sec, L ¼ 30 m, and ug ¼ 10 m/sec, then
Pe ¼ 10� 30=20 ¼ 15. As shown in Figure 6.12, for Pe ¼ 10–20, the con-
version is much closer to that for plug flow than for perfect mixing.
Considering the uncertainty in predicting the radial catalyst distribution
and the gas interchange parameter, it seems reasonable to neglect axial
dispersion when using a core–annulus model for the reactor.

MONOLITHIC CATALYSTS

Monolithic catalysts present an alternative to the use of small particles of
catalyst for very rapid reactions of gases. The monolith may be a ceramic or
metal support similar to a honeycomb, with square, hexagonal, triangular,
or sinusoidal-shaped cells that are separated by thin walls to give a large
number of parallel channels. The catalyst is deposited on the cell walls or
impregnated into a thin coating of Al2O3 or other porous support. The cross
section of an extruded ceramic monolith with a catalyzed wash coat is
shown in Figure 10.4. This monolith has 40 cells/cm2, or 260 cells/in.2

(cpsi), and monoliths with up to 400 cpsi are commercially available. The
advantages of monolithic catalysts are low pressure drop, high external
surface area, and minimal loss of catalyst by attrition or erosion.

The major use of monoliths is in catalytic converters for gasoline-
fueled vehicles. All new cars need a converter to control emissions of carbon
monoxide, hydrocarbons, and nitric oxide, and most use a monolith impreg-
nated with Pt or Pd and Rh. Even though the catalysts have 0.1% or less of
noble metal, the annual cost of these units exceeds that of all other catalysts
sold for the petroleum and chemical industries.

Catalyst monoliths are also effective in the control of air pollution
from stationary sources. They have been used for many years to oxidize
hydrocarbon vapors in the vent streams from chemical plants and to reduce
solvent emissions from printing and cleaning processes. More recent appli-
cations include CO removal from gas turbine exhaust and the selective
catalytic reduction of NO in flue gas. Performance curves for the oxidation
of various compounds over a Pt/Al2O3 catalyst are shown in Figure 10.5,
where the conversion is plotted against the feed temperature. The reactors
operate adiabatically, and the exit temperature may be 10–1008F above the
feed temperature. At first, the conversion increases exponentially with tem-
perature, as expected from the Arrhenius relationship. The decrease in slope
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FIGURE 10.4 Enlarged cross section of a ceramic monolith. (From Engelhard
Company.)

FIGURE 10.5 Typical conversion curve for a Pt/Al2O3 catalyst. (From Ref. 14.
Reproduced with permission of the American Institute of Chemical Engineers.
Copyright 1974 AIChE. All rights reserved.)
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at moderate conversion is due to the change in reactant concentration and
to the increasing importance of mass transfer. If the reaction is first order,
the intrinsic rate constant k and the mass transfer coefficient kc can be
combined to give an overall rate constant Ko:

r ¼ KoC ð10:4Þ
1

Ko

¼ 1

k
þ 1

kc
ð10:5Þ

The mass transfer coefficient increases only slightly with temperature,
so above a certain temperature the reaction becomes mass transfer con-
trolled. Further increases in temperature give almost no change in conver-
sion. The transition to mass transfer control occurs at a lower temperature
for very reactive species, such as H2 and CO, than for hydrocarbons, but the
kinetics of oxidation are often not known. The design temperature and flow
rate are based on lab tests or experience with similar materials. The reactor
is usually operated in the mass transfer control regime, where the conversion
depends on the rate of mass transfer and the gas flow rate.

Mass Transfer Coefficients

Gas flow through the small channels of a honeycomb matrix is nearly
always laminar, and analytical solutions are available for heat and mass
transfer for fully developed laminar flow in smooth tubes. In the inlet
region, where the boundary layers are developing, the coefficients are
higher, and numerical solutions were combined with the analytical solution
for fully developed flow and fitted to a semitheoretical equation [14]:

Sh ¼ 3:66 1þ 0:078ReSc
d

L

� �0:45

ð10:6Þ

Experimental data gave somewhat higher coefficients, and the correlation
was modified to reflect the increase [14]:

Sh ¼ 3:66 1þ 0:095ReSc
d

L

� �0:45

ð10:7Þ

The limiting value of 3.66 is for tubes of circular cross section. Other values
would be used for triangular or square cross sections.

There are more data for heat transfer in laminar flow than for mass
transfer, and the correlations should be similar, with Pr and Nu replacing Sc
and Sh. An empirical equation for heat transfer at Graetz numbers greater
than 20 is [15]
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Nu ¼ 2:0Gz1=3 ¼ 1:85ðRePr
d

L
Þ1=3 ð10:8Þ

Gz � _mmcp

kL
¼ �

4
RePr

d

L

The exponents and the forms of the equations are different, but, as
shown by Figure 10.6, the Nussselt numbers predicted by Eq. (10.8) are only
15–20% less than the Sherwood numbers given by Eq. (10.7). Considering
that both equations are modifications of theoretical equations and may
include effects of surface roughness and natural convection, the agreement
is reasonably good.

Other studies of mass transfer in monoliths have given coefficients
much lower than those predicted by Hawthorn’s correlation, Eq. (10.7).
Votruba and coworkers [16] reported heat and mass transfer coefficients
for evaporation of liquids from a wetted ceramic monolith. Their empirical
equations include Re0:43 and Sc0:56, and the predicted Sherwood numbers for
Sc ¼ 2 are shown in Figure 10.6. Much of the data fall below the minimum
Sherwood number of 3.66, and the calculated Nusselt and Sherwood num-
bers were quite different, which could be due to errors in temperature mea-
surement. In the work of Ullah et al. [17], CO was oxidized with
stochiometric O2 in ceramic monoliths at temperatures high enough to
ensure mass transfer control. High conversions were obtained, but most
of the Sherwood numbers were below 3.66. It would have been interesting
to repeat some of the test with excess O2 so that gas blending would be less
important. The results of Heck and Farrauto [18] for oxidation of CO and
C3H6 on different supports fall close to those of Hawthorn at high values of
ReScd=L, but there is a lot of scatter in the data, and some of the Sherwood
numbers are less than 3.66.
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FIGURE 10.6 Mass and heat transfer in catalyst monoliths.
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Faced with the widely different results shown in Figure 10.6, how can
the appropriate correlation for design be selected? Sherwood numbers less
than the theoretical minimum cast doubt on the accuracy of the measure-
ments, since factors such as surface roughness and entrance effects would
only increase the average coefficient. A wide distribution of channel sizes
would lower the average coefficient, since a disproportionate fraction of the
total flow would go through the larger openings. The ceramic monoliths
appear very uniform in cell size, and flow maldistribution is unlikely.
However, if a few cells do not receive a catalyst coating, complete conver-
sion of reactant would not be possible, and low apparent mass transfer
coefficients would result. Pending further studies, it is recommended that
coefficients be predicted using Eq (10.7) or the upper part of the Heck–
Farrauto plot in Figure 10.6. Suppliers of catalytic monoliths should be
able to provide test data to confirm the predicted performance.

Design Equations

When the temperature is high enough to make mass transfer the controlling
step, the conversion can be predicted from the flow rate, the external area,
and the mass transfer coefficient. For an incremental length of monolith and
a surface concentration equal to zero, the mass balance is

uo dC ¼ �kcaC dl ð10:9Þ
where

uo ¼ superficial velocity

a ¼ external area per unit volume of monolith

With an exothermic reaction, the temperature increases with conver-
sion, but for integration, kc is assumed constant at the average value:

ln
Co

C
¼ ln

1

1� x
¼ kcaL

uo
ð10:10Þ

The effects of flow rate and length can also be expressed using the
space velocity (see Chapter 5):

SV ¼ F

V
¼ uoS

SL
¼ uo

L
ð10:11Þ

ln
1

1� x
¼ kca

SV
ð10:12Þ

The space velocity is often given in terms of the gas flow rate at standard
conditions, so for Eq. (10.12), the space velocity is corrected to reaction
conditions:
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SV ¼ SVSTP

T

273

� �
1

P

� �
ð10:13Þ

The reciprocal of SV is a time, but it is not the residence time in the reactor,
and it has no fundamental significance.

For catalytic combustion, the space velocities range from 10,000 hr�1

to 200,000 h�1 (STP), with larger values for the monoliths with high cell
densities. The effects of space velocity and temperature on CO conversion in
a medium-density monolith are shown in Figure 10.7. The almost-level plots
show that mass transfer is controlling for temperatures above 2508C.
Because of the increase in diffusivity with temperature (D�T 1:7), there
should be some effect of temperature on conversion. However, the super-
ficial velocity is proportional to T for tests at constant SVSTP, and, as shown
by Eq. (10.10), the increase in uo cancels much of the effect of increased kc.
For a change in temperature from 300 to 4508C at SVSTP ¼ 120,000, the CO
conversion should increase by about 2%.

Example 10.1

A monolithic converter with 100 cpsi and a length of 6 inches is used to
oxidize CO in the exhaust stream from a gas turbine. The catalyst is 0.2%
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FIGURE 10.7 Oxidation of CO in a 100 cpsi monolith. (From Ref. 18.)
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Pt/Al2O3, and the feed temperature is 3008C, high enough to make mass
transfer the controlling step. What is the expected conversion for space
velocities of 60,000 hr�1 and 120,000 hr�1 based on STP?

Solution. Assume the uncoated monolith has square cells with a wall
thickness of 0.04 cm.

Unit
Cell

d

0.04 cm

100 cpsi ¼ 100

2:54ð Þ2 ¼ 15:5 cells=cm2

ðd þ 0:04Þ2 ¼ 1

15:5
¼ 0:0645 cm2

d ¼ 0:214 cm

� ¼ d2

ðd þ 0:04Þ2 ¼ 0:71

Assume the wash coating lowers d to 0.21 cm and � to 0.68:

a ¼ 4

0:21
� 0:68 ¼ 12:9 cm2=cm3

SVSTP ¼ 60;000 hr�1 so

SV ¼ 60;000

3600

573

273
¼ 35:0 sec�1 at 3008C

L ¼ 6� 2:54 ¼ 15:2 cm

Since SV ¼ uo=L,

uo ¼ 35ð15:2Þ ¼ 532 cm=sec

u ¼ uo
�
¼ 532

0:68
¼ 782 cm=sec

For air, � ¼ 0:0284 cp; � ¼ 6:17� 10�4g=cm3, so
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�

�
¼ 0:460 cm2=sec

Re ¼ 0:21ð782Þ
0:46

¼ 357

From the table of diffusion coefficients for binary gas mixtures, p. ix,
DCO�N2

¼ 0:192 cm2/sec at 288 K. At 573 K,

DCO�N2
ffi 0:192

573

288

� �1:7

¼ 0:618 cm2=sec

Sc ¼ 0:46

0:618
¼ 0:744

ReSc
d

L
¼ 357ð0:744Þ 0:21

15:2

� �
¼ 3:67

From Figure 10.6 or Eq (10.7), Sh ¼ 4:19, so

kc ¼
4:19ð0:618Þ

0:21
¼ 12:3 cm=sec

ln
1

1� x
¼ kcaL

uo
¼ 12:3ð12:9Þ15:2

532
¼ 4:53

1� x ¼ e�4:53 ¼ 0:0108; 98:9% conversion

At 120,000 hr�1; uo ¼ 2� 532 ¼ 1064 cm/sec, so

Re ¼ 2� 357 ¼ 714

ReSc
d

L
¼ 3:67� 2 ¼ 7:34

Sh ¼ 4:64

kc ¼
4:64ð0:618Þ

0:21
¼ 13:65 cm=sec

ln
1

1� x
¼ 13:65ð12:9Þ15:2

1064
¼ 2:52;

1� x ¼ 0:080; 92% conversion

This is in good agreement with the results shown in Figure 10.7.

The cell density has a strong effect on the conversion in catalytic
monoliths. Going from 100 to 400 cpsi means a twofold decrease in cell
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diameter and a twofold increase in a, the area per unit volume. If the
Sherwood number increases with about Re1/3, as in the intermediate-flow
region, a twofold decrease in d and Re gives about a 60% increase in kc and
a 3.2-fold increase in kca. For the second part of Example 10.1, a 400-cpsi
monolith would raise the predicted conversion from 92% to 99.9%. If the
Sherwood number is nearly constant (near the minimum value), there would
be a fourfold increase in kca on going from 100 to 400 cpsi. For clean gases,
which do not foul the catalyst, monoliths with 400 cpsi are widely used. For
gases with suspended particulate, coarser monoliths are recommended. For
selective catalytic reduction of NO (SCR) in flue gas from coal-fired boilers,
catalyst monoliths with 6 to 7-mm channels are generally used because of
the fly ash. If SCR was used after ash removal by precipitation, much
smaller channels could be used, but the gas would have to be reheated to
reaction temperature.

As shown by Figure 10.6 and Eq. 10.7, higher values of kc can be
obtained using shorter lengths. Using several short monoliths separated
by gaps gives a higher conversion, since the mass transfer rate is high
near the inlet, where the boundary layer is not fully developed. Using
four 1-inch sections might give as high conversion as a single 6-inch length.
However, the savings in the amount of catalyst might be offset by the extra
cost of installing and supporting several separate catalyst layers.

WIRE-SCREEN CATALYSTS

When a metal-catalyzed reaction is so fast that external mass transfer con-
trols, several layers of fine wire screen can be used as the catalyst bed. The
catalytic oxidation of ammonia to nitric oxide, which is the first step in nitric
acid production, is carried out with screens (called gauzes) of Pt/Rh alloy,
and very high ammonia conversions are obtained. Similar gauzes are used in
the Andrussov process for manufacture of HCN from CH4, NH3, and O2.
Wire screens are also used for catalytic incineration of pollutants and in
improving combustion efficiency in gas burners.

There have been several studies of mass and heat transfer to wire
screens, and the work by Shah and Roberts [19] covers the range of
Reynolds numbers typical of commercial ammonia oxidation. They studied
the decomposition of H2O2 on Ag or Pt screens of different mesh size and
presented an empirical correlation for the jD factor: For 5 < Re, � < 245,

jD;� ¼ 0:644ðRe; �Þ�0:57 ð10:14Þ

where
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jD;� ¼
kc

uo=�
Sc2=3

Re; � ¼ duo�

��

� ¼ minimum fractional opening of a screen

The wire diameter d was chosen for the length parameter in Re, rather
than a hydraulic diameter, since this permits direct comparison with corre-
lations for flow normal to cylinders. The use of uo=� for the velocity is
arbitrary, but it is simpler than trying to calculate an average velocity in
the bed of screens. For a simple woven screen with square openings and N
wires per unit length, � is:

� ¼ ð1�NdÞ2 ð10:15Þ
Equation (10.14) gives coefficients 10–20% less than predicted using

data for heat transfer to cylinders and the analogy between heat and mass
transfer [19]. This small difference could be due to poorer mass transfer
where the wires cross or to the use of uo=� rather than an average velocity
for Re. Satterfield and Cortez [20] showed that a single screen gave slightly
higher coefficients than multiple screens, but the spacing between screens did
not affect the coefficients.

The mass transfer area per unit mass of metal varies inversely with d,
so fine screens are preferred. However, very fine screens are fragile and are
more likely to be damaged during installation or operation. One supplier
provides Pt/Rh gauzes with 32 wires per cm, or 1024 openings per cm2, and
wire diameters of 0.076 or 0.06 mm.

When mass transfer of one reactant to the wire surface is the control-
ling step, the conversion is related to the number of gauzes rather than to the
length (thickness) of the bed, since the spacing between gauzes is not impor-
tant.

For a first-order reaction,

� uodC ¼ kcCda ð10:16Þ
da ¼ a 0dn ð10:17Þ

where

n ¼ number of gauzes

a 0 ¼ external area of one gauze per unit cross section

For a gauze with square openings,
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a 0 ¼ 2�Nd ð10:18Þ

where N ¼ the number of wires per unit length. Integration of Eq. (10.16)
gives

ln
Co

C

� �
¼ ln

1

1� x

� �
¼ kca

0n
uo

ð10:19Þ

Ammonia Oxidation

The catalytic oxidation of ammonia is carried out at 1–10 atm and tempera-
tures of 850–9508C in adiabatic reactors up to 6 m in diameter. The reactor
has a double-cone shape, with the gauzes supported at the middle. For
operation at 1 atm, only four or five gauzes are needed, but up to 30 are
used for high-pressure operation. Even with 30 gauzes, the bed is less than
1 cm thick, and the gas residence time is only a few milliseconds.

The feed temperature for the NH3/air mixture is 250–3508C, but once
ignited the gauzes are at a much higher temperature that is close to the feed
temperature plus the adiabatic temperature rise. Intermediate temperatures
are unstable, and the reactor operates at an upper stable point where the
reaction is mass transfer controlled. The temperature and conversion pro-
files are sketched in Figure 10.8.
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Example 10.2

Air with 10% NH3 at 100 psig and 3008C is passed over a pack of Pt/Rh
gauzes that have a surface temperature of about 9008C. The superficial
velocity at inlet conditions is 1.8 m/sec. The gauzes are made of 0.076-mm
wire and have 32 wires per cm:

a. Predict the NH3 conversion as a function of the number of
gauzes.

b. Assume that the rate of the main byproduct reaction, the decom-
position of NO, is proportional to the surface concentration of
NO and that the first gauze converts 0.25% of the NH3 fed to
N2. Calculate the yield of NO as a function of n.

Solution.

a. The gas enters at 3008C and leaves at about 9008C, but for
simplicity a temperature of 7008C is used to calculate the gas
properties.

Main reaction: NH3 þ 1.25O2 ! NO þ 1.5 H2O
By product reaction: 2NO ! N2 þ O2

Feed gas: 10 NH3, 90 Air (71.1% N2, 18.9% O2)

Mave ¼ 0:1ð17Þ þ 0:9ð29Þ ¼ 27:8

100 psig ¼ 114:7

14:7
¼ 7:80 atm

Assume � ¼ �air ¼ 0:0435 cp at 7008C:

� ¼ 27:8

22;400

� �
273

973

� �
7:8

1

� �
¼ 2:72� 10�3 g=cm3

uo at 7008C ¼ 1:8
973

573

� �
¼ 3:06 m=sec

Re ¼ 7:6� 10�3 cmð306 cm=secÞð2:72� 10�3Þ
4:35� 10�4

¼ 14:5

From Eq. (10.15),

� ¼ ½1� 32ð7:6� 10�3Þ	2 ¼ 0:573

Re;� ¼ 14:5

0:573
¼ 25:3
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DNH3
=N2 ¼ 0:23 cm2=sec at 298K; 1 atm

DNH3
ffi 0:23

973

298

� �1:7
1

7:8

� �

¼ 0:22 cm2=sec at 7:8 atm; 7008C

Sc ¼ 4:35� 10�4

2:72� 10�3

 !
1

0:22

� �
¼ 0:727

Sc2=3 ¼ 0:808

From Eq. (10.14), jD;� ¼ 0:644ð25:3Þ�0:57 ¼ 0:102, so

kc ¼ jD;�
uo
�

� �
1

Sc2=3

� �
¼ 0:102

306

0:573

� �
1

0:808

¼ 67:4 cm=sec

a 0 ¼ 2�ð0:0076Þ32 ¼ 1:53 cm2=cm2

ln
1

1� x

� �
¼ kca

0n
uo

¼ 67:4ð1:53Þn
306

¼ 0:337n

The predicted conversions are given in Table 10.1.

b. If kc;NO ffi kc;NH3
, the gradient for NO diffusing from the surface

will be about equal and opposite to that for NH3. For the first
element of surface, NH3 is 10% in the gas and 0% at the surface,
and NO is about 10% at the surface and 0% in the gas. As CNH3

decreases and CNO increases, the driving forces for reactant and
product diffusion are both reduced, as shown in Figure 10.9, and
the concentration of NO at the surface is nearly constant. Thus
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TABLE 10.1 Ammonia Conversion and
Yield

Gauzes Conversion Yield
ðnÞ ðxÞ (x � 0:0025n)

1 0.286 0.284
2 0.490 0.485
5 0.815 0.802
10 0.966 0.941
15 0.994 0.956
20 0.999 0.949

(table, p. ix)
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at each gauze, the same amount of NO is converted to N2 by side
reactions. The net yield of NO is x� 0:0025n, which goes
through a maximum of 95.6% at n ffi 15, as shown in Table
10.1. This is close to the yield reported for commercial reactors,
though some of the yield loss is due to N2O formation, and the
detailed kinetics of N2 and N2O formation are uncertain [21].

The simple approach in Example 10.2 does not take into account the
increase in viscosity and diffusivity as the gas becomes hotter, but these
effects are less important than the rearrangement of the catalyst surface.
Photomicrographs of used Pt/Rh gauze show a very rough surface and an
increase in the apparent diameter of the wires [28], which might increase kca
by as much as 50%. No data are available on the mass transfer character-
istics of these roughened gauzes.

With a very thin bed of screens in a large converter, it is difficult to get
uniform gas distribution, since the velocity in the inlet pipe is high and the
pressure drop across the gauze pack is low. To improve gas distribution, the
support plate for the gauzes should be designed to have a pressures drop as
great as or greater than that due to the gauzes. Gas distribution is improved
when several ‘‘getter’’ screens of Pd/Au alloy are placed below the Pt/Rh
screens to capture volatilized platinum oxide [22], since they increase the
overall pressure drop.

Catalytic Combustion

The oxidation of carbon monoxide and hydrocarbons in vent streams or in
auto exhaust can be carried out at moderate temperatures (300–5008C)
using screens or an array of wires or ribbons coated with metal or metal
oxide catalysts. The main advantage of using wires rather than a ceramic
monolith for the catalyst support is that the concentration boundary layer
around the wires reforms at each layer of screen instead of gradually getting
thicker, as it does with laminar flow in a honeycomb-type monolith. The
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FIGURE 10.9 Gradients of NH3 and NO near the catalyst surface: (a) at inlet; (b)
40% conversion; (c) near exit.
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mass transfer coefficient is about the same for each screen, and the value is
comparable to that for the first few millimeters of a ceramic monolith. Some
workers [23,24] have used the term short metal monolith or MicrolithTM to
describe these catalysts, though they are more like the screens used for
ammonia oxidation than the ceramic or metal monoliths that have a large
number of parallel channels. The mass transfer coefficient for the wires can
be estimated using Eq. (10.14).

Another advantage of wire-screen units for treating auto exhaust is
the low mass, which leads to more rapid warm-up. With typical catalytic
converters, 60–80% of the total emissions in the test cycle occur during the
2- to 3-minute warm-up period following a cold start [25]. The emissions
can be greatly decreased by reducing the warm-up period to 1/2 to 1
minute.

A promising application of wire-supported catalysts is for combustion
in gas turbines. Using a lot of excess air lowers the peak combustion tem-
perature and reduces NOx formation, but the homogeneous reactions are
slowed, leading to incomplete conversion. With a wire-screen catalyst to
start the reactions, combustion can be completed at a much lower tempera-
ture so that CO and NOx emissions are minimized [26].

REACTIVE DISTILLATION

When a liquid-phase reaction can proceed to only a moderate conversion
because of an equilibrium limitation, the traditional approach has been to
use distillation to recover the products and then to recycle the unused reac-
tants. A large excess of one reactant can be used to get a high conversion of
the other reactant, but this increases the cost of separating and recycling the
excess reactant. In some cases the separations are very difficult because of
close-boiling materials or azeotrope formation, and the cost of the distilla-
tion columns and accessories may be several times the cost of the reactor. A
promising option for such cases is to carry out reaction and separation
simultaneously in a reactive distillation column. The concept of reactive
distillation was first applied to homogeneous reactions such as esterfication
with an acid catalyst [27,28]. The reaction takes place in the pools of aerated
liquid on the distillation trays, while vapor passing through the trays is
enriched in the low-boiling components, just as in normal distillation.
Continuous removal of one or both reaction products shifts the equilibrium
so that the reaction continues, and nearly complete conversion of the limit-
ing reactant can be obtained. Another advantage for exothermic reactions is
that heat released by reaction generates additional vapor in the column, so
less energy needs to be supplied in the reboiler, and no heat transfer surface
is required to remove the heat of reaction. Finally, the gradual changes in
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liquid composition due to reaction may prevent the formation of azeotropes
that would otherwise limit the separation in conventional distillation col-
umns.

Reactive distillation columns generally have a reactive section placed
between a stripping section and a rectifying section, as shown in Figure
10.10. The reactants can be introduced at the same point or fed separately,
as in Figure 10.10. Sometimes a prereactor is used to bring the system nearly
to chemical equilibrium, and the mixture of reactants and products is then
sent to the reactive section of the column. If the feed has a slight excess of
one reactant or contains inert compounds, the distillate or bottoms product
would be sent to other columns for final purification. With pure reactants
and a stochiometric feed, it may be possible to have a high conversion of
both reactants and nearly pure products from the reactive distillation col-
umn.

Predicting the performance of a reactive distillation system is a chal-
lenging problem, because the liquids often form nonideal mixtures, and the
addition of chemical reactions to the normal distillation programs may
lead to convergence problems unless special algorithms are used [29].
When the reactions are very rapid, it may be satisfactory to assume che-
mical equilibrium as well as vapor–liquid equilibrium at each stage and
then to determine the number of ideal stages needed. Rigorous models
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FIGURE 10.10 Reactive distillation column for A + B Ð C + D with a stochiometric
feed.
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have been developed to include the kinetics of reaction; the liquid holdup
on each stage is a variable that can be adjusted to provide a certain
approach to chemical equilibrium. The complexity of the models needed
for an accurate simulation probably delayed the industrial applications of
reactive distillation.

The production of high-purity methyl acetate was the first large-scale
application of reactive distillation; the process was developed by Agreda and
coworkers at Eastman Chemical Company [27]. The reaction of methanol
with acetic acid takes place in solution with an acid catalyst:

CH3OHþ CH3COOH Ð CH3COOCH3 þH2O ð10:20Þ
The equilibrium constant for this reaction is 5.2, so only moderate conver-
sion could be obtained in a plug-flow or batch reactor. Purification of the
product mixture would be very difficult, because there are two azeotropes,
with boiling points close to that of methyl acetate. With reactive distillation,
the higher boiling reactant, acetic acid, is fed near the top of the column, as
shown in Figure 10.11, and methanol is fed near the bottom. This counter-
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FIGURE 10.11 Methyl acetate reactive distillation column. (From Ref. 30.)
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flow arrangement gives a high ratio of acetic acid to methanol in the upper
part of the reactive section, so a high conversion of methanol is reached. In
the lower part of the reactive section, nearly all of the acetic acid is con-
verted by reaction with excess methanol. Sulfuric acid catalyst is added near
the top and is removed with the water. A side stream is withdrawn and
distilled in separate columns to remove impurities, such as other esters. A
rigorous computer simulation that included kinetics, mass transfer, and tray
hydraulics was used to guide the scaleup and optimization of the process
[27].

Catalytic Distillation

Reactive distillation can also be carried out with heterogeneous catalysts by
using screens or baskets to keep the catalyst particles confined between the
trays of the column. Another option is to use a packed bed, with catalyst
prepared as rings, saddles, or other standard packing shapes. Small particles
are desired, to get a high effectiveness factor, but beds of small particles have
low capacity with countercurrent flow because of flooding limits. A promis-
ing solution to this problem is to use structured packing that has small
particles of catalyst held between layers of crimped screen. Katamax struc-
tured packing, developed by Koch Engineering Co., has almost the same
gas–liquid mass transfer coefficient as standard structured packing and per-
mits good access of liquid to the small catalyst particles [28].

Structured packing is used in the production of methyl tert-butyl ether
(MTBE) from methanol and isobutene by catalytic distillation [28,30]. In
some plants, a primary converter is employed, as shown in Figure 10.12, to
bring the feed mixture nearly to equilibrium. A small excess of methanol is
generally used to ensure a high conversion of isobutene in the reactive
section. The stripping section removes most of the methanol and butenes
from the MTBE product, and the rectifying section removes MTBE from
the unreacted methanol and the inerts, which include n-butene and butanes
in the feed. Although the reaction prevents formation of the usual azeo-
tropes, a reactive azeotrope may form near the MTBE end of the column
[30].

Potential applications of reactive distillation to other systems, includ-
ing those with unfavorable thermodynamics, are discussed in recent articles
[31,32]. Other methods of combining reaction with separations, such as
extraction, crystallization, and adsorption, are being explored, but none
have been used on a large scale. Using reactors with membranes that selec-
tively remove a reaction product is a very promising development, but
improvements in membrane permeability, selectivity, and high-temperature
stability are needed for practical processes.
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NOMENCLATURE

Symbols

a external area per unit reactor volume
a 0 external area of one gauze per unit cross section
C reactant concentration
cp heat capacity
D molecular diffusivity, diameter
Dea axial dispersion coefficient
d channel diameter, wire diameter
Gs solids mass flux
Gz Graetz number
g gravitational constant
jD;� j-factor for mass transfer based on uo=�
K volumetric mass transfer coefficient
Ko overall coefficient for mass transfer plus reaction
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FIGURE 10.12 Catalytic distillation process for MTBE. (From Ref. 30.)
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k reaction rate constant, thermal conductivity
kc mass transfer coefficient per unit area
L; l bed length or channel length
M molecular weight
_mm mass flow rate
N number of wires per unit length of screen
n number of screens
P pressure
Pe Peclet number
Pr Prandtl number
R radius of riser reactor
r reaction rate
rc core radius
Re Reynolds number, Re, � based on uo=�
S cross-sectional area
Sc Schmidt number
SV space velocity
SVSTP space velocity at standard conditions
T absolute temperature
ug; uo superficial gas velocity
V reactor volume
p particle velocity
t terminal velocity
x fraction conversion

Greek Letters

� void fraction
� viscosity
� fluid Density
�p particle density
�s suspension density
 slip factor

PROBLEMS

10.1 Compare the limiting conversions for air oxidation of CO,
C3H8, and n-C6H14 in a 100-cpsi monolith operating at 4008C and SVSTP

¼ 150,000 hr�1.

10.2 For oxidation of CO under the conditions of Example 10.1 with
SVSTP ¼ 120,000 hr�1, calculate the conversion after each section if four
1.5-inch sections are placed in series instead of a single 6-inch monolith.
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10.3 For ammonia oxidation under the conditions of Example 10.2,
what is the effect on the average conversion if three-fourths of the gas goes
through the central 50% of the gauze pack and one-fourth goes through the
outer 50%? Assume 15 gauzes, and neglect the effect of roughening. Is the
selectivity also affected by the flow maldistribution?

10.4 Given that external mass transfer is the controlling step in a
catalyzed exothermic reaction, derive the equation for the surface tempera-
ture and relate the temperature difference to the adiabatic temperature rise.
Show that under some conditions the surface temperature could exceed the
adiabatic reaction temperature.

10.5 The catalytic oxidation of propylene was studied in short metal
monoliths (SMM) at temperatures of 150–5008C [24]. With a single SMM
element, the conversion was 65% at 4008C and 75% at 5008C. With three
elements in series, the propylene conversion was 86% at 4008C and 93% at
5008C.

a. Calculate the apparent activation energy, and compare with the
value expected for a diffusion-controlled reaction.

b. Are the results for three elements in series consistent with those
for a single element and a first-order reaction?

10.6 A bed of screens formed from 0.2-mm wire and coated with a
supported noble metal catalyst is used to remove solvents from a vent
stream. There are 15 wires per centimeter in each direction, and the super-
ficial gas velocity is 4.8 m/sec at 1 atm and 4508C. If external mass transfer is
controlling, how many screens are needed to get 99% removal? Assume
M ¼ 80 to predict the diffusivity.
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