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ABSTRACT

Conversational corpora based on human-human dialogues
have often been used for training of data-driven dialogue
systems. However, human-human conversations might not
be the optimal inputs for machine learning training aims
used in HRI. This paper suggests the creation of a con-
versational corpus based on Human-Robot conversations as
input for the training of a dialogue system used in future
conversational robots. We propose that the significant dif-
ferences between Human-Human Conversation (HHC) and
Human-Robot Conversation (HRC) in terms of used lan-
guage and other aspects (e.g., humanlikeness, embodiment,
etc.) might affect the quality of the responses from a con-
versational robot. Hence, the use of HRCs as an input could
improve the responses of the robots when the conversational
machine learning system is trained using a more realistic
model of HRI conversations rather than a HHI model. Fu-
ture applications of conversational robots in education and
health care could be enhanced by using an appropriate HRC
corpus.

1. INTRODUCTION

Humans do not talk to robots like they talk to other hu-
mans. Apparently, humans tend to adapt their language to
the social interface depending on the features of this inter-
face [1]. Hence, to use Human-Human Conversations (HHC)
as an input for the creation of corpus for use in HRI con-
texts might create a significant bias when human-robot con-
versational systems are designed. Similarly, a very natural,
human-like response from a robot could negatively affect the
interaction. For instance, previous research suggested that
the use of indirect, typically human language by robots re-
sults in less effective Human-Robot Interaction (HRI) and
less reciprocity interactions [4]. Embodiment, degree of an-
thropomorphism, and non-verbal language could be also fac-
tors that affect the language used in conversational robot
system compared with other types of interactive systems.
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Hence, to use HHC could be not the optimal input for the
training of a conversational robot system.

In this paper, we propose to build a conversational corpus
using Human-Robot Conversations (HRC) as input. The
future aim of this research is to use this corpus for training
dialogue systems based on deep learning methods to endow
robots with the ability to engage in natural conversation
with humans (see Figure 1). A Wizard-of-Oz framework
will be used to generate HRC. Each conversation must be
recorded, transcripted, and processed before it will added
to the corpus. We consider that the quality of the outputs
in the robotic conversational system would be significantly
better using a HRI input. To our knowledge, a dialogue
corpus based on HRC has not been proposed yet.

Dialogue System

Conversation 1

Conversational

Corpus Training Phase

A natural conversation
between human and robot

Figure 1: Human-robot conversations used for training of
the corpus for a robotic dialogue system.

2. PREVIOUS WORK

Creating natural, smooth human-robot dialogues has been
a technical challenge for years. However, the development
of deep neural networks architectures, has made it possible
to build dialogue systems to establish a natural conversation
between humans and machines. These dialogue systems re-
quire a corpus of conversations for the training of neural
networks.A conversational corpus is defined a collection of
transcriptions of many different conversations [2|. One of the
most important distinctions between conversational corpora
is concerning the nature of the conversational agents. There
are corpora based on human-human, human-computer, and
even computer-computer conversations |7]. However, not so
much work about of HRC corpora has been done. An early
contribution about this topic can be found in [3]. These
authors suggest an specific system design for scenarios of
Multiparty Dialogue management (MDM) using HRC as an
input for a Bayesian system aiming to measure the focus
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of attention of the user. Hence, the way that individu-
als communicate with a robot matters in terms of language
adaptations made during the interaction. If we assume that
most of the robotic conversational systems aim to use spo-
ken natural language, dialogue systems based on Generative
Response Models (GRM) might be useful. These GRMs at-
tempt to generate responses by keeping possible utterances.
GRMs can generate entirely novel responses. These mod-
els learn to assign a probability to every possible conver-
sation. Furthermore, since GRMs generate responses word
by word, they must learn to simulate the behaviour of the
agents used to build up the corpus . Thus, training is a
key process for these dialogue systems because the features
of the corpus impact in the output’s quality of the dialogue
system [5]. Finally, we consider that a training corpus based
on HRC is not directly transferable to HRI conversational
model. According to Williams, human-human turn-taking is
much richer than human-machine dialogue |7]. In contrast,
HRC do not contain the same distribution of understanding
errors, pauses, second intentions, hidden meaning and other
human features present in HHC. Hence, it is important to
create high quality inputs to be used in future HRC.

3. DESIGN OF A CORPUS BASED ON HRC

The design of a training corpus based on HRC would be
done in a Wizard-of-Oz scenario using a humanoid robot
with an embedded automatic speech recogniser and text-
to-speech synthesiser controlled by a hidden operators with
a high level of expertise in interaction using their native
language. In order to capture the different conversational
styles, we propose a cross-cultural study that involves the
record of significant samples (30-40 participants) to obtain
conversations in three languages: English, Spanish and Ger-
man. We consider these languages due to their international
influence, and level of penetration as a second language in
several regions of the world. The operator would be a na-
tive speaker of each language and the conversational topics
would be related to the main future uses of social robots
such as: education, health care, entertainment and house-
keeping. In our proposed setup, the robot exhibits the abil-
ity to enact a natural, open domain conversation with a
human. Moreover, the robot can exhibits gestures to enrich
the interaction, for example, nodding and gesticulation.To
generate personalised responses to the user, it is useful to
have access to either long-term dialogues or to dialogues
with returning users. Our proposal is based on a hybrid
of these two approaches. Thus, we consider a middle-size
group of participants who will converse with the robot at
least three times over a period of one week. Before of the
study, we will conduct a contextual enquiry based on in-
terviews with each subject. Contextual information (e.g.,
gender, age, hobbies, activities) will be used to enact con-
versations via the robot. During a new interaction between
a participant and the robot, the tele-operator will take in-
formation from past conversations to deep in the specific
topics.

Once the HRCs are recorded we aim to perform a data
processing stage to standardise the corpus with minimal
loss of information for the GRM system. During the tran-
scription process, we must follow a defined guideline, the
most relevant aspects to be modelled are: a) Turn-taking:
Add explicit labels to each speaker (human or robot) in the
turn-taking during a conversation. b) Use of spoken lan-
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guage: Normalise all the entries it is also necessary. Thus, a
transcription must do not include acronyms, abbreviations,
fillers (e.g um, uh, oh) and phonemicizations.c) Anaphora:
We need to manage the use of anaphora - the use of a word
such as a pronoun that has the same reference as a word
previously used in the same discourse - in conversations. d)
Spelling errors: If we avoid spelling errors, we expect to
reduce data sparsity.

The training methods proposed for this conversational
system using HRC would be based on prediction of the next
sentence given the previous sentence or sentences in a con-
versation. The system will train to maximise the cross en-
tropy of the correct sequence given its context. This ap-
proach use deep neural networks to map sequences to se-
quences [0].

4. RESULTS AND FUTURE WORK

We started to build a multilingual robust open-source
training corpus for a generative dialogue robotic system us-
ing human-robot conversations. We consider that our con-
tribution in HRI field lies in the quality of the responses of
this system. We expect our HRI corpus offer a better perfor-
mance compared with existing systems due to the real HRC
inputs and keep it open source. Hence, humans interact-
ing with our system could have more effective, productive
and natural interactions with it. We also aim to an ample
range of applications. For instance, health care focused in
mental diseases as dementia, education and entertainment.
As future work, we would like to extend the HRC to other
languages such as Chinese and Arabic to cover different con-
versational styles.
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