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ABSTRACT

In this paper, a mixed control wheelchair (MCW) is presented to overcome problem related to movement
and user command for elderly and paralyzed people. The MCW comprises of five individual control
blocks, which are fed at the main control unit to provide appropriate control actions. The main feature
of this assistive device is that it can navigate by following the eyesight of the user. The proposed MCW
can also be controlled using either joystick or voice command or finger movement or through mobile
app or a combination of all. This system uses multiple sensor networks to measure the terrain condition,
users command and translate it into control action. The proposed control system runs on a Raspberry Pi,
which can able to take a proper turn as well as capable to control forward or backward motion. Raspberry
Pi, camera module and sensors networks, etc. were all connected into the android mobile system, short-
ening the physical distance between the disabled person end and the supervisor end and serial commu-
nication was used. Multiple-Layer system architecture with outstanding control functions was
constructed that uses android mobile interfacing to realize the automatic control and capture videos of
the room remotely. It is shown that the users can carry out all essential tasks with the proposed
MCW, almost as fast as with the traditional controller. The smart wheelchair can assist elderly people

and also improve their quality of life.
© 2021 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Ain Shams Uni-
versity. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/

by-nc-nd/4.0/).

1. Introduction

In recent years, researchers have become increasingly inter-
ested in the field of rehabilitation. Assistive technology is an
emerging area in the current study where some robotic devices
can be used to strengthen the ability of people with disabilities
or older people to survive in their daily living activities. In general,
any assistive device of these categories must be adapted to auxil-
iary applications in a way that can be easily managed by the user.
In fact, the problem is not only with providing high tech devices to
people with disabilities and seniors but also developing a system
that is able to meet user needs. However, together with the eco-
nomic considerations with customer satisfaction, the driven
wheelchair selection process must include factors such as assess-
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ing the physical location of a person, functional capacity and user
requirements and other factors. Physical considerations include
posture, strength, sensation, visual acuity, perception and power
efficiency. The contribution of this article is to design and apply
this human-robot-interaction [1] concept to a specific assistive
system that allows an individual to increase the autonomy of the
entire system by participating in all levels of operation and the sys-
tem can take care of the physical capabilities and abilities of peo-
ple. The recent trend of supportive wheelchairs has been widely
studied in both academics and industries around the world. How-
ever, very few of them have been able to handle customer require-
ments in real life and together have achieved market success. In
1595 an unknown manufacturer designed a wheelchair for Philips
Il in Spain. In imitation of this, in 1655, Stephen Farfer, a paralo-
gous watchmaker, built a three-wheeled self-propelled chair, later
it is known as wheelchair [2]. Wheelchair design has become
increasingly important in the 21st century in combining emerging
technologies. Several studies have suggested that assistive wheel-
chair can bring more easy life for lower limb disable and elderly
people. A wide range of wheelchairs such as tilt-in-space [3], eleva-
tion and stair-climbing wheelchairs [4,5], are now available. With
the advancement of technology, wheelchairs are currently
designed to be controlled with a joystick, head gesture or pinch

2090-4479/© 2021 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Ain Shams University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Please cite this article as: S. Chatterjee and S. Roy, A low-cost assistive wheelchair for handicapped & elderly people, Ain Shams Engineering Journal,
https://doi.org/10.1016/j.asej.2021.04.021



http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.asej.2021.04.021
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:sudipta.chatterjee006@gmail.com
mailto:sahadevroy@nitap.ac.in
mailto:sahadevroy@nitap.ac.in
https://doi.org/10.1016/j.asej.2021.04.021
http://www.sciencedirect.com/science/journal/20904479
http://www.sciencedirect.com
https://doi.org/10.1016/j.asej.2021.04.021

S. Chatterjee and S. Roy

and other technologies. There are some assistive wheelchair tech-
nologies where it can be controlled through a human-machine
HMI control interface. Examples include voice command control
[6,7], follow-up movements of the eyes [8], or follow the move-
ments of the tongue [9,10]. In works [11] such as the author
addresses a system that controls the chair movement based on
voice commands. But their control solutions presented by the
authors are extremely expensive. In other research, such as [12],
the author proposed a system where the user could control the
wheelchair with the movement of his head, where a camera is
mounted and it records the movement of the user’s head. In
another case, the author describes a fancy control interface [13]
where the EMG wheelchair controls the electrical activity (Elec-
trography) of the user’s muscles. In the workplace [14], the authors
used to control in which the user’s brain was able to drive the
wheelchair by measuring electrical trends produced by EEG (elec-
troencephalography). But in this kind of system, there is plenty of
limitation. After analysing the state of the art in interfaces and con-
trol systems for assistive wheelchairs, it has realized a lack in the
design of control devices and raises many difficulties. This pro-
posed work presents device hardware which capable of being con-
nected to almost all of the wheels as well as all the peripheral on
electric wheelchairs by image processing technique. This device
implements a simple standard protocol that allows third-party
developers to design different control interfaces that work with
all the electric wheelchairs. However, with the use of these modern
technology wheelchairs, there are concerns about its careful and
risk-free environment. Some surveys indicate an increasing num-
ber of accidents, which is proportional to the number of devices,
especially among older users [15-17]. For this, a secure operation
is very important where the user is in control of the time in danger.
To overcome this kind of situation we made the architecture of this
wheelchair such a way so that it will be a stable condition in all
environments and the user can easily control the system.

In the rest of this proposed paper, Section 2 reviews the archi-
tecture related to proposed smart wheelchair where all the neces-
sary hardware and software configuration discussed. Method of
proposed wheelchair is presented in Section 3. This section
describes in detail the specification and requirement of all the
required devices as well as how this proposed system is worked.
Section 4 describes the Result and Discussion of some experimen-
tal work with this proposed system and Section 5 reviews the
Conclusion.

2. Architecture

The goal of this proposed work is not just to avoid obstacles, but
to identify the way to operate and to assist the user by identifying
object decisions related to user preference. The users guided path
(operated via a joystick or object detection system) and the wheel-
chair instantaneous environment (provided from the output of
sensors) is used to determine the control signal by sending the
wheelchair, and the wheelchair direction and speed are based on
the smart Wheel Chair Object detection. Instead, the trick for the
suggested task is to automatically pick the object. For a number
of applications, the simple modification of the mouse or joystick
may be sufficient to facilitate the user with special needs to use
a computer or similar device, and many of these products are com-
monly available. There are many choices for the modified mouse,
and customized joysticks also provide an alternate control. Some
of the other devices that have been used are steering wheels,
thumb mouse, trackball, foot-ball trackball, extra-large joysticks,
and mouse with controllable friction. Although these products
are very useful in helping people who are unable to use the com-
puter mouse or keyboard, often these are not sufficient for provid-
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ing the users with easy and robust control. There are a number of
devices and software solutions that have been developed espe-
cially for helping people with special needs.

2.1. Overall architecture

In this proposed method we use several modules that have been
implemented using Raspberry 4, a single board computer. This
methodology is used to separate computing-intensive tasks (com-
pleted by Raspberry Pi) and controlling tasks (completed by Ardu-
ino). Some low-cost sensors like Arduino, ultrasonic sensor, pi noir
camera, motor driver, BLDC-Hub motor, joystick controller are also
used in this system. Fig. 1 shows the system architecture, where all
devices are connected to the Raspberry Pi. The system flowchart is
shown in Fig. 2 where if any obstacles occur in the front of the sys-
tem, how it will overcome those obstacles.

2.2. Hardware Description

Some hardware component of this system is discussed in more
detail below.

2.2.1. Motor driver mechanism

A motor driver circuit is used to running the motor which is like
the current amplifier. The main purpose of the motor driver circuit
is to take a low current signal and convert it to a high current signal
so that it can rub the motors smoothly. The reason behind using a
motor driver is because the motors cannot be connected to the
Arduino directly as they don’t get sufficient power from it. L239D
IC which is 16 pin IC out of which 4 pins are input (2, 7, 10 &
15) and 4 pins are output (3, 6, 11, 14) pins are used to control
the staring mechanism control by Aurdino. A circuit diagram of a
motor drive mechanism is shown in Fig. 3(a) and ASMC-04 servo
motor is connected in a front for steering purpose shown in
Fig. 3(b). When user want to focus an object system will automat-
ically calculate the angel of rotation of user head and based on the
angel servo will rotate accordingly.

2.2.2. BLDC Hub Motor

Brushless DC motors (BLDCs) have become increasingly concen-
trated in the field of motor control technology for many motor
manufacturers due to its increasing use in many applications. BLDC
motors are much better-quality to other brushed DC motors for
variable speed handling, high efficiency and superior heat dissipa-
tion capability [18]. These motors have become very effective in
the development of digital controls for reliability and cheap pric-
ing. The assembly of BLDC to this proposed system is shown in
Fig. 4(a). The brushless DC motor (known as BLDC) is a permanent
magnet synchronous electric motor driven by direct flow (DC)
power, and by replacing it with an electronically controlled
rebuilding structure, the replacement changes the phase flow and
moves the motor to generate rotation torque.

2.3. Software Description

The controller of the proposed system is implemented using
python. It is an interpretive, interpreter, object-centric, high-level
general-purpose programming language. Its high-level data struc-
ture supports multiple programming paradigms, including object-
oriented and functional programming and its interpreter is avail-
able for many operating systems. This is open-source software that
makes it very effective in quick edit-test-debug cycles and reduces
the cost of program maintenance.

OpenCV or Open Source Computer Vision Library is an open-
source computer vision library [19]. It is sometimes called the
machine learning software library. OpenCV is designed to provide
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Fig. 1. System architecture of the smart wheelchair.

Dynamic State

> detection l Start/end Trigger
3 Axis Accelerometer
Mode selection
Initialize Manual/Automatic
sensors
> l Automatic mode
Initialize .| Orientation - -
> Object detection
camera _
> through feature
extraction
Initialize
BLDC $
motor and
Servo motor Select object
using Tag

Angle calculation

Motion control

through Accelerometer

1

Distance calculation
through Ultrasonic
sensor

Fig. 2. Flow chart of the system.

ErrorE | B
—

a common framework for various computer vision applications and
accelerate the use of machine perception in commercial products.
Users can easily create or modify their programming to be a BSD-
licensed product. At least two thousand optimized algorithms cur-
rently exist in the OpenCV library. These algorithms are used for
various tasks such as identifying human faces, identifying different
objects, categorizing human actions from a video, tracking a mov-
ing object, extracting a 3D model from an object, etc. This library is
currently used by agencies, research teams and widely used in gov-
ernment agencies.

Fig. 4 shows the different parts of the proposed wheelchair
where Fig. 4(a) consist of BLDC hub motor with diameter 17 cm

and back wheel with 34 cm diameter. Fig. 4(b) shows the steering
wheel assembly with diameter 14 cm which connected through
ASMC-04 servo motor. Fig. 4(c) shows the prototype of the pro-
posed system where Pi camera and an ultrasonic sensor is attached
to the user head and Fig. 4(d) refers the overall concept mapping of
the proposed system.

3. Methodology

The basic scheme of the elements presents in a chair and the
modification that must be made to install the designed control
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Fig. 3. (a) Circuit diagram of a motor driver L239D IC (b) ASMC-04 digital servo for steering the front wheel.
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Fig. 4. Wheelchair assembly with components.

board. In our proposed designed board has a Raspberry Pi 4 Model
B which is responsible for performing the tasks for all the systems.
The motor control driver is used to running the motor and respon-
sible for moving the wheelchair. Here we have approved a new
approach by Raspberry Pi to our proposed system which is most
cost-effective and simple in architecture than previously invented
all the systems. This proposed system has an application called
Open CV is installed. With this open CV, raspberry pi will record
live video streaming and identify any object, or person. This allows
the system to detect up to 80 different objects within an image or
video frame, and each object is individually identified using a

bounding box. Tensorflow [20] can detect various objects from
an image or video stream and provide information about its loca-
tion within the image. Interfacing of Pi-noir camera with Raspberry
pi is shown in Fig. 5(a) and system is detecting a chair is shown in
Fig. 5(b).

Tensorflow uses pre-trained and customized models to identify
hundreds of objects with a function. A common feature of
Tensorflow is to identify what an image represents. Image classifi-
cation is the act of predicting what is represented by an image.
An image classification model helps to recognize the original
image.
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Fig. 5. (a) Pi camera is connected with Raspberry pi (b) System is detecting a chair.

For example, the proposed system is trained to identify only five
different types of object representation photo frames. The objects
are medicine strip, table, chairs, bottles and glass.

Subsequently, when a model’s image is rendered as the system
input, the proposed system only output the image represented by
four previously trained models which are shown in tablel. Subse-
quently, when a model’s image is rendered as the system input, the
proposed system only output the image represented by four previ-
ously trained models which is shown in tablel.

As a result, a chair has a 51% chance of being present in the
input picture. Image classification can only tell the probability that
an image represents one or more classes with previously trained
models. Image classification is labelled when modelling images.
Each label is given a separate category name so that it has the
advantage of identifying the model. An image is given as the input
to a model for estimation and the system gives an array of possibil-
ities between 0 and 1 of the model. Each image output of an image
is mixed with the previously trained label and starts compressing
it. The system gives the label the model most likely to be. The
sum of all numbers into the array is always equal to 100. An exam-
ple of this is given below in Fig. 6.

An IR camera is interfaced with the Raspberry Pi, positioned in
such a way that the user’s focus can follow. When the user focuses
on an object, the Raspberry Pi processes live video streaming and
detect the object with the object detection algorithm. Once the
object is detected, the Raspberry Pi sends the instruction to the
motor driver to move the object in the proper place. If there is a
barrier between the wheelchair and the object, Raspberry Pi will
have to be programmed such a way so that it can overcome it.
Fig. 2 shows how the wheelchair will reach the user’s proposed
direction if the system detects an object. We used OpenCV for pro-
gramming functions that target real-time computer vision. Then
we installed an open-source library called TensorFlow for dataflow
programming across different tasks. It is a symbolic math library
and is also used for neural networks such as machine learning
algorithms. TensorFlow provides a framework for object detection
in OpenCV. It contains many trend models of everyday life such as
TV, computer, parson, cycle, board, laptop, glass, table, chair, etc.
We can also include any model we want to include in this library.

Table 1
Success rate of object detection.
Sl No Object type Probability
1 Medicine Strip 22%
2 Table 23%
3 Chair 51%
4 Bottle 2%
5 Glass 2%
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(b)

Two different kind of objects i.e. a bottle and chair detected by pro-
posed system shown in Fig. 7(a) and (b).

By using this method, only the objects in this library that are
selected by programming will be output to the GPIO pin of the
Raspberry Pi when it comes to living video streaming. The Rasp-
berry Pi will send the instruction to the motor drive circuit using
an Arduino, utilizing the output of this GPIO pin. Like that instruc-
tion, the motor driver circuit will drive the wheelchair to that
object. For example, in a room, there are many objects such as
TV, refrigerator, table, chair, cupboard, bed, computer, etc. Our sys-
tem can detect all of these objects. If the table and chairs have been
selected by the programmer then when the user looks at these two
objects, our proposed system is capable of moving only those two
objects. Looking at the rest of the objects, the system will not
move.

Here is an Arduino connection set up with a Raspberry Pi so the
two boards can communicate with one another and this whole task
can be done very easily. Only with Raspberry Pi could the whole
work be done, so the Arduino and motor drive circuits would not
be needed. But the main problem with this is the delay time. The
processing time of the Raspberry Pi processor on this proposed sys-
tem is very limited. This can take a lot of processing time to com-
plete many tasks at once. To solve this problem, all the image
processing related work will be done by Raspberry Pi and the work
will do by Arduino on ultrasonic sensor and motor driver.

This whole system can be run by a second person using his
android mobile up. Users can control the Raspberry Pi through
Android Mobile using an open-source application called VNC
Viewer. To implement this, the VNC Viewer application must be
installed on the android mobile. This application is available in
the Play Store on Android Mobile. Raspberry Pi and Android mobile
must be connected to the same network with a Wi-Fi hotspot. Then
it is possible to get control of the Raspberry Pi from the mobile app
by typing in the specific IP address of the Raspberry Pi from the
VNC viewer app. The IP Scanner application can be used to find
out the IP address of the Raspberry Pi. IP Scanner application can
show IP addresses of all the devices belonging to the same
network.

To say, someone living far away from home in his workplace
and in time cannot take care of his elderly parents or patients. In
such an environment this proposed system can be very useful.
Where the caregiver can provide timely care using his mobile com-
promises, he can extend his help to these people by providing
timely medicine or a glass of water.

For testing this system, some objects in the laboratory such as
medicine, tables, chairs, computers, etc. are included in the library
of the system. As a result, when the user focuses on the object, the
Raspberry Pi camera detects the object from live video streaming
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Fig. 6. System is predicting the object as a chair.
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Table 2

Test Attributes.
Features Estimate
Camera speed for Frame Capture 25 fps
Highest speed achieved by wheelchair 6 km/hr
Distance required to stop (Break) 1 to 2 feet
Radius rotation 1.3 feet

and sends the instruction to the motor driver. Wheelchair auto-
matically reaches the destination after crosses all the obstacles
and it is also enabled to pick or drop items.

The following characteristics were noted down during control
of this assistive wheelchair shown in Table 2.

Algorithm for TensorFlow object detection

Step 1: Install libraries including supporting files into
raspberry pi.

Step 2: For object detection .xml file are created for each
image.

Step 3: Images are divided into two parts, i.e. Training and
testing image along with their .xml

Step 4: For test and train images .csv file are created.

Step 5: For train and test images, tf.record are created using .
csv files and images folder.

Step 6: Pertained models are downloaded and configured.

Step 7: Training and custom images using a pre-trained
model.

Step 8: Models are created by exporting path using the
checkpoint which previously saved.

Step 9: Frozen_inference_graph.pb + new check point + saved
models directory all are created inside model.

Step10: Make a prediction using this newly created model.

Step11: System is ready for predict models from live video
streaming or images.

(b)

Fig. 7. (a) A water bottle is detected (b) chair is detected.

4. Result and Discussion

The system is tested in an indoor environment using a Pi NOIR
camera. The camera starts capturing videos and extracts the
frames. Frames are converted to many classifications. It can be
illustrated in Fig. 7, that region of interest is alone taken into con-
sideration to detect the user’s focus point. Meanwhile, the image
processing program has been initiated. A small rectangular box,
from the frame extracted, the Tensor flow algorithm is been
deployed to determine the movement of the eyes. According to
the movement of the eyes, the wheelchair is controlled. It is a real
fact that dependent mobility is not acceptable for any age people,
In the adult group age its create a negative self-respect image, for
any age group like student it creates an obstacle to achieve their
education goals and about 40% of disabled community has to face
the difficulties in operating a standard power type wheelchair, so
for removing these difficulties we use some recant technologies
of mobile robots which helps to create a very “smart wheelchair.”

A smart wheelchair has two bases one is a computer based as
well as collection of some sensors, and other is a mobile robot bate
to which the seat has attached, here some drawbacks occur which
can be remove through (MWC) that is “smart wheelchair compo-
nent system”, so we attached a collection of the component to a
standard type of wheelchair.

A MWC should be design in such way that all traditional type of
input (like analog joystick as well as sip n puff switch and some dif-
ferent set of electronic control system after that further improve-
ment are possible here.

Way of performance of MWC- in 30 cm of area its obstacle clear
sensor work as min average safe mode, max audible noise is
approx 55 of db.

The hardware of MWC is control electronic system, navigation
assist software, and sensor. The power is supplied through the
batteries of the wheelchair to required components like sensor
etc. and power varies from 5 V to 24 V, the MWC mainly used
the infrared as well as bump sensor because they have some
positive and negative feather of strength.
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In the navigation of software, the python language is used to
run through computer, this software can read the value of diff type
of input signals as well as sensor with the rate of 10 Hz.

For control purpose the joystick signal is navigated through
software by voltage regulation, for increase or decrease the speed
of chair or to change the direction of the chair we have to give a
bound of voltage increase or decrease, if any one wants to stop
the chair then it have to bound the component above or below of
neutral the voltage of given power supply and for the moment in
different direction we have to command on the system software
through which it moves or change its direction which we should
desired for further change in speed or direction we have to depend
on software as well as neutral voltage.

As if no command or (in case of no signal) will occur then the
software does not move in any direction, no movement will occur
in this case but if lots of signals cases at single time then also no
motion will be happening so the chair will remain at same position
so this case is solved by the “MWC” by introduced a special type of
overdrive switch that will help the user to bypass the system soft-
ware and can control the chair through the signal which comes by
the joystick.

A visual display is used for a special purpose of debugging that
is provided by the computer system but user interface is not
directly rely the visual effect of the given feedback, the wheelchair
movement in different direction will be depend on the sensor
signal.

System has not to be expected that it will give any visual type of
feedback but some little feedback can be explored further.

Now the performance can be evaluated by some criteria and its
reliability, it has three main configurations (name as front wheel,
mid wheel or center wheel and a rear wheel) that is verified
MWTC in the different wheelchair model, here some defined limit
of maximum speed has provided to each of the wheelchair which
has compared to its achievable speed, the speed of wheelchair is
computational so we can sudden control the chair through any
dynamic obstacle.

For testing the performance of MWC we have to take care of
some simple things - try to maintain a fixed safe distance from
any type of obstacle and try to detect the size of the obstacle, some
different capability also tested here like travelling by narrow hall
or to travel by the doorways and also test the capability of the user
which can maintain the conversation without any effect of noise. In
the test of reliability, we provide software to the computer that
leads to move each of the wheelchairs in a given fixed enclosed
area that should contain some obstacle.

5. Conclusion

This paper presents the development of a wheel wheelchair and
its control using camera. This proposed wheelchair could be a good
replacement for those imported commercially and become
recourse for the elderly, helpless and disabled people of lower
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income rate. The result of the MWC is that it will provide a large
area of movement though the desired direction can be also includ-
ing very close obstacle in the consideration, can follow the wall and
door passage. While testing in the reliability some collision
occurred which can be future removed by using more number of
sensors but the system cost may increase. The proposed wheel
chair is safe for indoor use but for outdoor environment more
number of sensor and force balancing methodology is required.
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